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Biost 578 B: Introductory Applied Data Analysis
Emerson, Spring 2005
Homework #3
April 11, 2005
Written homework to be handed in at the beginning of class Monday, April 18, 2005. (Note that answers are already provided to some problems.)
Consider the following “competing risk” problem for the two sample problem with i=0 denoting the control group, i=1 denoting the treatment group, and j=1, …, n indexing independent individuals within each treatment group.
We assume that Yij ~ E(λi) is an exponential random variable (with hazard λi) measuring time to some primary outcome of interest.

We assume that Zij ~ E(μi) is an exponential random variable (with hazard μi) measuring time to some (at most) secondary outcome of interest. 
We decide to summarize treatment effects using the hazard ratios θ= λ1 /  λ0 and ω= μ1 /  μ0. We are primarily interested in testing the hypotheses

H0 : θ (  θ 0 versus H1 : θ (  θ 1
in a one-sided level 1 – α/2 test having power β to detect the alternative. 
1. Suppose we are able to observe Yij for all subjects. What sample size n is required to provide the desired power when we test hypotheses using the difference in the sample means 
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Answer: We will use the approximate distribution for our test statistic as derived from the central limit theorem (you could of course use the exact distribution based on the gamma distribution, but you would quickly find that in reasonable sample sizes, the normal approximation is good enough).
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Independence among the observations then leads to
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Using this in the standard sample size formula appropriate for (approximately) normally distributed test statistics yields
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where the variance of the test statistic is based on the alternative distribution. We could have used the null or some intermediate value. Alternatively, we could have used the sample size formula appropriate for a mean-variance relationship:
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2. Again supposing that we could have complete data, what sample size is required to provide the desired power when we test hypotheses using the difference in the maximum likelihood estimates of the hazards?

3. Again supposing that we could have complete data, what sample size is required to provide the desired power when we test hypotheses using the ratio of the maximum likelihood estimates of the hazards?

Answer: We now need to use a multivariate form of the delta method to find an approximate distribution for our test statistic. Using the independence of the two treatment arms, we can find the approximate joint distribution 
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Using this in the standard sample size formula appropriate for (approximately) normally distributed test statistics yields
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where the variance of the test statistic is again based on the alternative distribution. Using the formula for problems with a mean-variance relationship


[image: image8.wmf](

)

(

)

2

0

1

2

1

0

2

/

1

2

q

q

q

q

b

a

-

+

=

-

z

z

n

.

4. Again supposing that we could have complete data, what sample size is required to provide the desired power when we test hypotheses using the log ratio of the maximum likelihood estimates of the hazards?

We further choose to base statistical inference on the proportional hazards ratio model.
5. Again supposing that we could have complete data, what sample size is required to provide the desired power when we test hypotheses using the log hazard ratio from a proportional hazards model?

Answer: We know (see the class web pages for the document on sample size estimation in the proportional hazards model) that under 1:1 randomization and the null hypothesis, the regression parameter from a proportional hazards model has approximate distribution 
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where our use of  2n is based on the presumption that we will follow all individuals (n in each group) until an event is observed (i.e., no censoring). Using this in the standard sample size formula appropriate for (approximately) normally distributed test statistics yields
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(Note that the above null variance of the proportional hazards regression parameter estimate behaves fairly well for hazard ratios less than 2 under typical censoring schemes. As the hazard ratio gets further from 1, the null variance will not be as good an approximation to the variance under the alternative. The true variance under the alternative will depend upon both the survival distribution and the censoring distribution.)
Now assume that observation of Zij precludes observation of Yij, and vice versa. For notational convenience, let Tij= min(Yij,Zij) be the time to observation of the earliest of Yij and Zij, and let (ij be the indicator that Yij ( Zij.

6. Suppose we can safely assume that Yij and Zij, are independently distributed. In this setting we might choose to test the null and alternative hypotheses using the observed censored observations (Tij, (ij) in a proportional hazards model. What number of deaths d are required in order to provide the desired power? Then, using the average number of uncensored observations, estimate the total sample size needed. Note that your answer will depend on the treatment effect on the secondary endpoint. Consider the impact of any such treatment effect.

7. Suppose we choose to use the composite endpoint based on the (uncensored) observations of Tij. What is the distribution of that composite endpoint? What sample size is required to provide the desired power? Again, consider the impact of any treatment effect on the secondary endpoint.
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