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Biost 524: Design of Medical Studies
May / Emerson, Spring 2011
Homework #4
April 22, 2011
Part I due by email on or before  5pm Sunday, April 24, 2011.
Part II written problems due as hardcopy at the beginning of class, Wednesday, April 27, 2011.
This homework consists of two parts:

1. An email submission (to semerson@uw.edu) of your preferences for project topics, and
2. Problems requiring calculations of sample size for alternative clinical trial designs.
Part I:

On the class web pages is an Excel file that lists 53 proposed clinical trials. In the first (highlighted) column (labeled “Preferences”) please enter

· “1” if you are extremely interested in developing a protocol for the proposed RCT

· “2” if you are moderately interested in developing a protocol for the proposed RCT

· “N” if you find the proposed RCT so distasteful that you would consider dropping out of UW if you were forced to work on that RCT

· Nothing (leave blank) if the proposed RCT does not meet one of the above criteria.

Then submit the Excel spreadsheet with your preferences marked to semerson@uw.edu.

Note: There will only be 7-8 different projects assigned, and the basic strategy we use in assigning projects is

· If anyone works on a particular RCT, the person who proposed it will almost always be included on that one, unless he/she gives it a lower priority in their rankings.

· You are encouraged to enter many “1”s if there are multiple equally acceptable RCTs.

· You are definitely encouraged to indicate as many many “2”s as possible in order that we can at least appease our conscience by giving you an acceptable project if your first choice does not fly.

· Any project that is left blank is considered a third choice given to you as a next to last resort.

· Just because you marked something “N” does not guarantee that you will not be assigned to it. But if you reserve “N” for the very few projects that you find absolutely distasteful, there is a very good chance you will not be assigned to it. If, on the other hand, you mark most projects as “N”, then there is a very good chance you will get one of them.

· Failure to submit your ranked preferences on time and according to the above coding leaves us free to assign you to any project with an absolutely clear conscience.

Part II:

All questions relate to the planning of phase II and phase III randomized, placebo controlled clinical trials of an experimental drug intended to decrease systolic blood pressure (SBP) in a population of hypertensive patients. For these problems, we will presume that the scientific / clinical issues regarding the RCTs have been appropriately addressed.
We consider below several different approaches to detect the “treatment effect” of the difference in mean SBP across treatment groups after 3 months of treatment. I will denote that difference by (. 
We desire to calculate the sample size required to detect a hypothesized effect of the new treatment on patient outcome. We intend to use a one-sided level α hypothesis test, and we want to have power ( to reject the null hypothesis H0: (.=  (0 when the “design” alternative H1: (.=  (1 is true.

For settings in which our estimates of treatment effect are approximately normally distributed, the most common formula used in sample size calculations is
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where

· N is the total sample size  to be accrued to the study,

· V is the average variability contributed by each subject to the estimate of the treatment effect ( (below, I provide the formula for V when comparing means, and in a later homework I will provide formulas for a broader variety of settings),

· (α( is a “standardized alternative” which would allow a standardized one-sided level α hypothesis test to reject the null hypothesis with probability (power) 1-( (so type II error is (), and

· ( is some measure of the distance between the null and alternative hypotheses.

Often clinical trials are conducted with a stopping rule which allows early termination of the study on the basis of one or more interim analyses of the data. When such a “group sequential test” is to be used, the value of the standardized alternative (α( must be found using special computer software. On the other hand, when a “fixed sample study” (i.e., one in which the data are analyzed only once) is to be conducted, the standardized alternative for a one-sided test is given by
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where zp is the pth quantile of the standard normal distribution. There is no easy formula to find zp. Instead, we either use a table in the back of a statistics book or a computer program. I recommend the use of a computer program:

· In Stata, the value of  zp can be found by using the function invnorm( ). For instance, if α = 0.025, the value of z0.975 can be found from the Stata command

disp invnorm(0.975).

(Stata would then display 1.959964.) If we already had a quantile, and we wondered what probability it corresponded to, we could use the function normprob( ). For instance, if zp = 0.8410, the value of p can be found from the Stata command
disp normprob(0.8410)
(Stata would then display .79982603.)
· In Excel, the value of  zp can be found by using the function norminv( ). For instance, if α = 0.025, the value of z0.975 can be found by typing into an empty cell the Excel formula 

=norminv(0.975,0,1)
where the 0 and 1 indicate that you want the normal distribution that has mean 0 and variance 1. (Excel would then display 1.959964.) If we already had a quantile, and we wondered what probability it corresponded to, we could use the function normdist( ). For instance, if zp = 0.8410, the value of p can be found from by typing into an empty cell the Excel formula
=normdist(0.8410,0,1,TRUE).

where the 0 and 1 again indicate that you want the normal distribution that has mean 0 and variance 1, and the TRUE indicates that you want the cumulative probability, rather than the density function. (Excel would then display .79982603.)
· In R or S-Plus, the value of  zp can be found by using the function qnorm( ). For instance, if α = 0.025, the value of z0.975 can be found from the R or S-Plus command

qnorm(0.975).

(The program would then display 1.959964.) If we already had a quantile, and we wondered what probability it corresponded to, we could use the function pnorm( ). For instance, if zp = 0.8410, the value of p can be found from the R or S-Plus command

pnorm(0.8410).

(The program would then display .79982603.)
The formula for ( depends on the statistical model used, but is usually either

· ( = (1 - (0 (used for inference in “additive models” for means and proportions, and sometimes medians), or

· ( = log((1 / (0) (used for inference in “multiplicative models” for geometric means, odds, and hazards, and sometimes means and medians),

· (A two arm study of mean SBP after 3 months of treatment) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of r subjects on the new treatment to 1 subject on control. We use as our measure of treatment effect the difference between mean SBP in mm Hg at the end of treatment for patients on the new treatment and mean SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an average SBP that is 5 mm Hg lower than might be expected on control. From previous studies we estimate that the standard deviation of SBP in a population of hypertensive subjects is ( = 15 mm Hg (this value should be used in all problems below). We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is 1-( = 0.975,

· the measure of treatment effect is ( =( T,3  - ( C,3 (the mean SBP in the patients receiving the new treatment for 3 months minus the mean SBP in the patients treated with control for 3 months), 

· the null hypothesized value of the treatment effect is is (0 = 0 mm Hg, and under the alternative hypothesis we hypothesize a treatment effect of (1 = 5 mm Hg,

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= ( 2[(1/r)+2+r], and
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size will provide 97.5% power to detect the design alternative when r=1?

b. What sample size will provide 97.5% power to detect the design alternative when r=2?

c. What sample size will provide 97.5% power to detect the design alternative when r=5?

2.  (A two arm study of mean SBP after 3 years of treatment with clustered data) Suppose we randomly assign N=mk subjects to receive either the new treatment or a control strategy, where m clinics, each with k subjects, are randomly assigned to the treatment arms. We use a randomization ratio of 1 clinic on the new treatment to 1 clinic on control. We use as our measure of treatment effect the difference between mean SBP at the end of treatment for patients on the new treatment and mean SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an average SBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is 1-( = 0.975,

· the measure of treatment effect is ( =( T,3  - ( C,3 (the mean SBP in the patients receiving the new treatment for 3 years minus the mean SBP in the patients treated with control for 3 years), 

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 4( 2(1+(k-1)() with ( the intraclass correlation of measurements made from the same clinic (note that this formula computes the number of patients N, rather than the number of clinics m), and
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size N will provide 97.5% power to detect the design alternative when k=15 and the correlation among measurements made at the same clinic is ( = 0.5?

b. What sample size N will provide 97.5% power to detect the design alternative when k=15 and the correlation among measurements made at the same clinic is ( = 0.05?

c. What sample size will provide 97.5% power to detect the design alternative when k=30 and the correlation among measurements made at the same clinic is ( = 0.05?

d. What advantages or disadvantages does this study design have over the study design used in problem 1?

3.  (A two arm study of change in SBP after 3 years of treatment) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of 1 subject on the new treatment to 1 subject on control. We use as our measure of treatment effect the mean change in SBP at the end of treatment for patients on the new treatment and mean change in SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an average change in SBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2). We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is 1-( = 0.975,

· the measure of treatment effect is ( =  (( T,3  - ( T,0 ) – (( C,3  - ( C,0 ) (the mean change in SBP in the patients receiving the new treatment for 3 years of treatment minus the mean change in SBP in the patients treated with control for three years), and

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 8( 2(1-ρ).
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size will provide 97.5% power to detect the design alternative when the correlation between measurements made on the same subject is ρ=0.4?

b. What sample size will provide 97.5% power to detect the design alternative when the correlation between measurements made on the same subject is ρ=0.6?

c. What advantages or disadvantages does this study design have over the study design used in problem 1?

4. (A two arm study of mean SBP after 3 years of treatment using Analysis of Covariance) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of 1 subject on the new treatment to 1 subject on control. We use as our measure of treatment effect the mean SBP at the end of treatment for patients on the new treatment minus the mean  SBP level at the end of treatment for patients on control. We decide to analyze our data using linear regression in which we model the mean SBP after 3 years of treatment (SBP3yr) including as predictors a binary variable measuring treatment assignment (TX) and a continuous variable measuring the baseline SBP for each individual (SBP):
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The null hypothesis is that the new treatment is not associated with any difference in the mean SBP after 3 years of treatment, and we want to detect whether the new treatment will result in an average SBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2). We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is 1-( = 0.975,

· the measure of treatment effect is ( =  (1 (see part a), 

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 4( 2(1-ρ2 ),
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What is the scientific interpretation of the slope parameter (1?

b. What sample size will provide 97.5% power to detect the design alternative when the correlation between measurements made on the same subject is ρ=0.4?

c. What sample size will provide 97.5% power to detect the design alternative when the correlation between measurements made on the same subject is ρ=0.6?

d. What advantages or disadvantages does this study design have over the study design used in problems 1 and 3?

(You do not have to work problems 5 and 6, but we will discuss them when we cover sample size issues.)
·  (A subgroup analysis and test for interaction in a two arm study of mean SBP after 3 years of treatment) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of 1 subject on the new treatment to 1 subject on control. We use as our measure of treatment effect the difference between mean SBP at the end of treatment for patients on the new treatment minus the mean SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an averageSBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2). We want to perform tests separately for each of two equal size subgroups (say, males and females) in the patient population. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is 1-( = 0.975,

· the measure of treatment effect is ( =( T,3  - ( C,3 (the mean SBP in the patients receiving the new treatment for 3 years minus the mean SBP in the patients treated with control for 3 years), 

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 4( 2, and
· the comparison between alternative and null hypotheses is ( = (1 - (0.
e. What sample size is needed in each subgroup to provide 97.5% power to detect the design alternative, if each hypothesis test can be performed using the 0.025 level of significance? So what is the total sample size required in this setting? (Note that this last quantity could have been obtained from the general formula by using V= 8( 2,  where we multiplied the subgroup average variability by 2 to account for needing the sample size in each subgroup.)
f. If two subgroups are tested, we are in fact giving ourselves two opportunities to declare the new treatment beneficial. If our type I error rate is 0.025 on each test, then our experimentwise error might be nearly double that (0.049375, which is derived by considering the error rate of 0.025 for making a mistake in males plus 0.025 for making a mistake in females minus 0.0252 for making a mistake in both males and females at the same time). Because of this, usual statistical practice in general (and for regulatory agencies in particular) might demand that you provide an adjustment for the “multiple comparisons” by using one-sided level α = 0.0125 tests in each subgroup (in these two independent subgroups, we could actually use α = 0.01257912). What sample size is needed in each subgroup to provide 97.5% power to detect the design alternative in each subgroup if we make such a multiple comparison adjustment to control the experimentwise type I error? What would be the total sample size required in this setting?

g. Suppose now that we actually hypothesize that the new treatment is associated with a 5 mm Hg difference in mean SBP in males, but that females are unaffected by the new treatment. We wish to test for such an effect modification by sex (this is a single hypothesis test, so no need for multiple comparison adjustments). Because we would merely be comparing the difference of treatment effect in males (where the average variability is V= 4( 2 as given above) and females (where the average variability is again V= 4( 2 as given above), and because the estimated treatment effects are independent, we know that the average variability for the difference of the estimated treatment effects will just be the sum of the average variability for each subgroup estimate, and then we would multiply by 2 because we will have to have the sample size in both young and old. Hence, the average variability needed to detect this interaction could be based on the standard formula with V= 16( 2. What sample size is required to establish the existence of this interaction with 95% confidence (97.5% power)?

5.  (A single arm study of SBP after 3 years of treatment and the effect of dichotomizing the data) Suppose we choose to provide the new treatment to N subjects. We use as our measure of treatment effect the proportion of subjects having SBP below 130 mm Hg at the end of treatment. Suppose from previous study we know that in the untreated state the mean SBP is 140 mm Hg and that the data is approximately normally distributed. We are guessing that the new treatment will result instead in an average SBP of 135 mm Hg. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is 1-( = 0.975,

· the measure of treatment effect is ( = pT,3 (the proportion of subjects receiving the new treatment who have SBP lower than 130 mm Hg after 3 years of treatment), 

· the average variability contributed by each subject to the estimated treatment effect (the sample proportion) is V= ((1-() (most often, we would compute this under the alternative hypothesis in this setting),

· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. Using the estimated standard deviation obtained in problem 1 and assuming normally distributed SBP, what proportion of subjects would you expect to have measurements lower than 130 mm Hg if the true mean were 140 mm Hg? (This can serve as your null hypothesis for the test of proportions.)

b. Using the estimated standard deviation obtained in problem 1 and assuming normally distributed SBP, what proportion of subjects would you expect to have measurements lower than 130 mm Hg if the true mean were 135 mm Hg? (This can serve as your alternative hypothesis for the test of proportions.)

c. What sample size will provide 97.5% power to detect the design alternative?

d. What advantages or disadvantages does this study design have over the study design used in problem 2?

e. Why is this a very bad study design scientifically?
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