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Problems 1-3 of the homework relate to the dataset regarding MRI measurements of cerebral atrophy in elderly Americans (mri.doc and mri.txt). In this homework we will focus primarily on associations between mortality and serum LDL as possibly modified by race. 
1. Suppose we are interested in exploring whether any association between time to death and serum LDL is adequately modeled by a relationship in which the log hazard function is linear in LDL. I ask you to compare several different alternative models that allow nonlinearity. In part f, I ask you to plot fitted HR estimates from each of these models on the same axis. In order to have comparability across models, we need to use the same reference group:

Ans: For this problem, 10 missing values of LDL level are omitted from the analysis. No missing value of death indicator or observation time is in the dataset. In total, 725 subjects are included in the analysis from a-f. When I model LDL as a continuous variable, I always use 1 mg/dL as the reference group as requested by the problem.
a. Fit a regression model in which you test for a linear relationship using a step function as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f). 
Ans: Methods: Dummy variables are created indicating whether LDL is in the interval [0,70), [70,100), [100,130), [130,160), [160,400) respectively. Hazards of death are compared across groups defined by LDL level using proportional hazards regression (robust) modeling LDL as a linear term and dummy variables. Test for nonlinearity of the association between hazard and serum bilirubin is performed using a Wald test (partial chi-squared test used in this analysis) with the null hypothesis that the coefficient of the dummy variables of LDL are all zero. The parameter of interest, two-sided p value of the Wald test, is based on the Huber-White sandwich SE estimates. 
Results: The p value of the partial chi-squared test is 0.3609. So there's no evidence to reject the null hypothesis that the association of log hazard and LDL level is linear. 
b. Fit a regression model in which you test for a linear relationship using a quadratic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
Ans: Methods: Hazards of death are compared across groups defined by LDL level using proportional hazards regression (robust) modeling LDL as combination of a linear term and a quadratic term. Two-sided p value and CI are computed from Wald statistics with the Huber-White sandwich estimator. The p value of the slope for the quadratic term of LDL is used to test non-linearity.
Results: The two-sided value of the slope for the quadratic term of LDL is 0.055. So we cannot reject the null hypothesis that the association of log hazard and LDL level is linear.
c. Fit a regression model in which you test for a linear relationship using a cubic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
Ans: Methods: Hazards of death are compared across groups defined by LDL level using proportional hazards regression (robust) modeling LDL as combination of a linear term, a quadratic term and a cubic term. Test for nonlinearity of the association between time to death and serum bilirubin is performed using a Wald test (partial chi-squared test) with the null hypothesis that the coefficient of the quadratic and cubic terms of LDL are both zero. The parameter of interest, two-sided P value of the Wald test, is based on the Huber-White sandwich SE estimates. 

Results: The two-sided p value of partial chi-squared test is 0.0164. So we can with high confidence reject the null hypothesis that the association of log hazard and LDL level is linear.

d. Fit a regression model in which you test for a linear relationship using linear splines as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
Ans: Methods: Hazards of death are compared across groups defined by LDL level using proportional hazards regression (robust) modeling LDL as linear splines with knots of 70, 100, 130, 160 mg/dl. To test linearity, I use Wald test (chi-squared test) with the null hypothesis that the slopes for LDL in each interval are the same. The parameter of interest, two-sided P value of the Wald test, is based on the Huber-White sandwich SE estimates. 

Results: The two-sided p value of chi-squared test for null hypothesis that the slopes for LDL in each interval are the same is 0.1191. So we cannot the null hypothesis that the association of log hazard and LDL level is linear.
e. Fit a regression model in which you test for a linear relationship using a logarithmic transformation as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).

Ans: Methods: Hazards of death are compared across groups defined by LDL level using proportional hazards regression (robust) modeling LDL as combination of a linear term and a base e logarithm term. Two-sided p value and CI are computed from Wald statistics with the Huber-White sandwich estimator. The p value of the slope for the base e logarithm term of LDL is used to test non-linearity.

Results: The two-sided value of the slope for the base e logarithm term of LDL is 0.004. So we can with high confidence reject the null hypothesis that the association of log hazard and LDL level is linear.
f. On the same set of axes, plot the fitted values from each of the above models, as well as a model that includes only the (centered) serum LDL values. Comment on the similarity and/or differences among these models. How might these results guide your choice of a particular model when investigating whether associations are not well described by a linear relationship?
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Ans: The plot compares the fitted values of each model. Generally, the relative hazard tends to decrease with increase of LDL level. The models of "linear+quadratic+cubic", "linear+quadratic" and "linear splines" give similar results. The model of "linear+log" gives the smallest fitted value. The model of "linear+dummy" and "linear only" gives big fitted values. Though the fitted values in each model look very different, the diverge is not as great as it appears due to the small scale of relative hazard ratio. 
I prefer to use liner splines model, because it's testing nonlinearity without the need to specify an alternative nonlinear trend. Linear splines model includes the possibility of any kind of non-linearity given a sensible choice of breakpoints. Also the fitted result of linear splines model can help us recognize the possible non-linear trend if it's of interest for secondary scientific questions. 
2. Consider again a model exploring the associations between time to death and serum LDL when using linear splines. 
Ans: Methods: To answer this question, hazards of death are compared across groups defined by LDL level using proportional hazards regression (robust) modeling LDL. I model LDL level as linear splines with two knots of 100, 160 mg/dl. For the purpose of testing association between time to death and LDL level, we test all the covariates derived from LDL simultaneously. The two-sided p value (overall F test is used here) is computed by the Wald statistics with Huber-White sandwich SE estimates. For the purpose to test the U-shape of the association, I look at the slopes of the spline with the smallest LDL and spline with the largest LDL. The two-sided p value for each covariate is computed by the Wald statistics with Huber-White sandwich SE estimates. Bonferroni correction for multiple comparisons is applied. 
a. Explain the interpretation of the regression parameters in such a model.

Ans: 
Table 1. Statistical inference for the association between mortality and LDL level
	Covariate
	Coef.
	P value
	95% CI
	Hazard Ratio

	sldla
	-0.0213
	0.0000
	-0.0327
	-0.0098
	0.9790

	sldlb
	-0.0013
	0.7980
	-0.0111
	0.0085
	0.9987

	sldlc
	-0.0064
	0.6340
	-0.0329
	0.0201
	0.9936


Coefficient for sldla: exp(-0.0213) = 0.9790 is the estimated hazard ratio of mortality between two population with LDL levels between 0 and 100 mg/dL but differing by 1 mg/dL in LDL. 
Coefficient for sldla: exp(-0.0013) = 0.9987 is the estimated hazard ratio of mortality between two population with LDL levels between 100 and 160 mg/dL but differing by 1 mg/dL in LDL. 
Coefficient for sldla: exp(-0.0064) = 0.9936 is the estimated hazard ratio of mortality between two population with LDL levels between 160 and 400 mg/dL but differing by 1 mg/dL in LDL. 
b. Is there evidence that the association between time to death and serum LDL is truly U-shaped? Explain your evidence.

Ans: There's no evidence for the U-shape of association between time to death and serum LDL. The hazard ratios of sldla and sldlc are both smaller than 1. To correct the inflated type I error caused by multiple testing, I compare the p value of sldlc 0.634 with 0.025. This is not statistically significant. So we don't have strong evidence of the U-shape of the association between time to death and LDL level. 
3. Suppose we are interested in exploring the associations between time to death and serum LDL as possibly modified by race. In this problem you do not need to provide formal description of the methods or inference, though I do ask at times for specific inferential quantities.
a. Fit a model of time to death regressed on a log transformation of serum LDL, race, and their interaction. Provide an explicit interpretation of each parameter in your model (be sure to include the actual numeric value in your interpretation, but you do not have to provide CI or p values for this part).
Ans: Methods: Association between time to death and base e logarithm LDL with potential modifier race is summarized in hazard ratio of death using proportional hazard regression. The model includes base 2 logarithm LDL, dummy variables of race and the interaction of LDL and race. The group of white is regarded as the reference group. Also we centered the LDL concentration at 100mg/dL, as it is the lower limit of LDL measurement among health people over 70. Two-sided p value and CI are computed from Wald statistics with the Huber-White sandwich estimator. 
Results: 
Table 2. Statistical inference for the association between mortality and LDL modified by race
	Covariate
	Haz. Ratio
	P value
	95% CI

	Race
	Black
	1.1710
	0.5790
	0.6701
	2.0463

	
	Asian
	1.3906
	0.2840
	0.7608
	2.5417

	
	Other
	3.0228
	0.0200
	1.1923
	7.6636

	logldl100
	0.5846
	0.0000
	0.4337
	0.7881

	Interaction
	logldl100*Black
	1.3565
	0.6020
	0.4313
	4.2661

	
	logldl100*Asian
	0.4443
	0.1370
	0.1525
	1.2938

	
	logldl100*Other
	0.0616
	0.0180
	0.0061
	0.6183


1.1710 is the estimated hazard ratio of mortality compared black population with the population of white when the LDL level is 100mg/dL. 
1.3906 is the estimated hazard ratio of mortality compared asian population with the population of white when the LDL level is 100mg/dL. 

3.0228 is the estimated hazard ratio of mortality compared other population with the population of white when the LDL level is 100mg/dL. 

0.5846 is the estimated hazard ratio between two white populations doubling in LDL level, with higher LDL group with lower hazard ratio of mortality.

1.3565 is the estimated ratio of hazard ratio between two black populations doubling in LDL level and hazard ratio between two white groups doubling in LDL level. 
0.4443 is the estimated ratio of hazard ratio between two Asian populations doubling in LDL level and hazard ratio between two white groups doubling in LDL level. 

0.0616 is the estimated ratio of hazard ratio between two other populations doubling in LDL level and hazard ratio between two white groups doubling in LDL level. 

b. Use the regression analysis in part a to perform a statistical test of the hypothesis that race does not modify the association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

Ans: I test the coefficients of all interaction terms of race and serum LDL (i.e., logldl100*Black, logldl100*Asian, logldl100*Other) simultaneously. The two-sided p value 0.0452 is smaller than 0.05. Hence we can with high confidence reject the null hypothesis that race does not modify the association between time to death and serum LDL level. 
c. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

Ans: I test the coefficients of all the terms related to serum LDL (i.e., logldl100, logldl100*Black, logldl100*Asian, logldl100*Other) simultaneously. The two-sided p value is smaller than 0.0001. Hence we can with high confidence reject the null hypothesis that time to death is not associated with LDL level.
d. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and race. Make clear which parameters you test and provide a two-sided p value.

Ans: I test the coefficients of all the terms related to race (i.e., Black, Asian, Other, logldl100*Black, logldl100*Asian, logldl100*Other) simultaneously. The two-sided p value is smaller than 0.0001. Hence we can with high confidence reject the null hypothesis that time to death is not associated with race.
e. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no difference in the distribution of time to death between whites and blacks. Make clear which parameters you test and provide a two-sided p value.
Ans: I test the coefficients of all the terms related to black (i.e., Black, logldl100*Black) simultaneously. The two-sided p value is smaller than 0.5416. Hence we cannot reject the null hypothesis that distribution of time to death is the same between whites and blacks.
Problems 4 of the homework relates to the university salary dataset. 

4. We are interested in raises given to faculty hired in recent years. For this problem, restrict attention to faculty hired in 1990 or later and who started at the university within one year of the year in which they received their highest degree. In order to (at least in part) examine the patterns of raises given to faculty, we will model salaries by sex, calendar year, and an interaction between sex and calendar year. Use such a model to answer the following questions.

Ans: Methods: We restrict our analysis to the sample subset satisfying two conditions: 1) hired during 1990-1995; 2) started working in the university after getting the highest degree and within one year after getting the highest degree. We have 396 observations of 104 subjects. There's no missing value of any variable included in the data subset.
a. Is there evidence of sex discrimination in the mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.

Ans: Methods: Difference of mean salary is computed using linear model with Huber-White sandwich SE estimates. Correlated observations are adjusted. Sex, calendar year and interaction between sex and calendar year are included as covariates in the model. Calendar year is modeled as continuous variables, as I believe a linear trend of salary with calendar year in such a small time frame. The association between mean salary and sex is tested with the null hypothesis that the coefficients of all the terms related to sex (i.e., sex, sex*calendar year) simultaneously equal to zero. Two-sided p value is computed based on Wald statistics (partial F test is used here) with Huber-White sandwich SE estimates. 
Results: The two-sided p value of partial F test is 0.2351. We cannot reject the null hypothesis that the there's no association of mean salary and sex. 
b. Is there evidence of sex discrimination in the geometric mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.

Ans: Methods: Ratio of geometric mean salary is computed using linear model with Huber-White sandwich SE estimates. Correlated observations are adjusted. Sex, calendar year and interaction between sex and calendar year are included as covariates in the model. Calendar year is modeled as continuous variables, as I believe a linear trend of salary with calendar year in such small time frame. The association between geometric mean salary and sex is tested with the null hypothesis that the coefficients of all the terms related to sex (i.e., sex, sex*calendar year) simultaneously equal to zero. Two-sided p value is computed based on Wald statistics (partial F test is used here) with Huber-White sandwich SE estimates. 
Results: The two-sided p value of partial F test is 0.1228. We cannot reject the null hypothesis that the there's no association of mean salary and sex. 

c. What are the relative merits of the two models used in parts a and b?

Ans: Merits of model in part a include: 1) Mean is better understood by the public; 2) Comparing mean salary in women and men can lead to an estimation of how much money is needed to fill the salary gap.

Merits of model in part b using geometric mean includes: 2) Ratio and percent are often used when talking about the change of salary, which supports the use of geometric mean; 2) Statistically, using geometric mean can reduce heteroscedasticity and gain precision. 
d. If you answered parts a and b correctly, you accounted for the correlated observations used in the analysis. Compare that inference to what you would have obtained had you incorrectly treated the data as independent. In particular, consider whether these incorrect models would have tended to be conservative or anti-conservative when making inference about associations with sex. How would your answer differ when considering associations by year?

Ans: The association between mean salary and sex is tested with the null hypothesis that the 
coefficients of all the terms related to sex (i.e., sex, sex*calendar year) simultaneously equal to 
zero. Two-sided p values are given in table 3. The incorrect model tends to be more anti-
conservative, with smaller p values in both situations modeling response as mean and 
geometric mean. It's because the positively correlated observations are "added" to get the 
mean. 
The slope of interaction term sex* year in model (a) infers the difference of difference of salary between women and men for per 1 year increase. The exponentiated slope of interaction sex* year in model (b) infers the ratio of ratio of geometric mean salary between women and men for per 1 year increase. So when we consider the association of the salary and sex by year, we should look at the inference of the interaction term sex*year. In table 4, inference about the coefficient for the interaction is given, which includes the point estimate, estimated SE and two-sided p value. Comparing the p values, we can see that treating the observation as independent data gives slightly bigger p value in both situations when modeling salary as mean and geometric mean. It means that the incorrect model gives the conservative results. It makes sense as the positively correlated observations of one subject are in different year group. The inference of association by year is based on the "subtraction" of positively correlated observations. 

Table 3. Comparison of statistical inference of association between salary and sex when 
treating the observations as correlated (correct) and independent (incorrect) 

	Response modeled
	As correlated data
	As independent data

	
	P value 
	P value 

	Mean
	0.2351
	0.0021

	Geometric Mean
	0.1228
	0.0001



Table 4. Comparison of statistical inference of the interaction of sex and year when treating the 
observations as correlated (correct) and independent (incorrect)
	Response modeled
	As correlated data
	As independent data

	
	Coeff.
	SE
	P value 
	Coeff.
	SE
	P value 

	Mean
	2.8500
	56.6971
	0.9600
	2.8500
	73.1068
	0.9690

	Geometric Mean
	0.0040
	0.0127
	0.7520
	0.0040
	0.0147
	0.7850


