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Biost 518 / 515: Applied Biostatistics II
Emerson, Winter 2015
Homework #6
Problems 1-3 of the homework relate to the dataset regarding MRI measurements of cerebral atrophy in elderly Americans (mri.doc and mri.txt). In this homework we will focus primarily on associations between mortality and serum LDL as possibly modified by race. 
1. Suppose we are interested in exploring whether any association between time to death and serum LDL is adequately modeled by a relationship in which the log hazard function is linear in LDL. I ask you to compare several different alternative models that allow nonlinearity. In part f, I ask you to plot fitted HR estimates from each of these models on the same axis. 
a. Fit a regression model in which you test for a linear relationship using a step function as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
Using 725 subjects with available information, we fit a proportional hazards model with risk of mortality as the response and centered LDL along with 5 categories of LDL (0-70, 70-100, 100-130, 130-160, 160-400) as the predictors. The 5 categories of LDL were modeled as dummy variables (with 160-400 as the reference group). Robust standard errors were calculated with the Huber-White sandwich estimator. To test whether there were departures from linearity, we used the multiple partial chi square test to evaluate whether the slopes of the dummy variables were simultaneously zero.
Based on this test, the two sided p-value of 0.361 indicates that we do not have enough evidence to reject that any association between time to mortality and serum LDL is adequately modeled by a linear term of LDL, when considering a step function of LDL.
b. Fit a regression model in which you test for a linear relationship using a quadratic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
Using 725 subjects with available information, we fit a proportional hazards model with risk of mortality as the response and centered LDL along with a quadratic term of centered LDL as the predictors. Robust standard errors were calculated with the Huber-White sandwich estimator. To test whether there were departures from linearity, we used the partial z test to evaluate whether the slope of the quadratic term was zero.

Based on this test, the two sided p-value of 0.055 indicates that we do not have enough evidence to reject that any association between time to mortality and serum LDL is adequately modeled by a linear term of LDL, when considering a quadratic term of LDL.

c. Fit a regression model in which you test for a linear relationship using a cubic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
Using 725 subjects with available information, we fit a proportional hazards model with risk of mortality as the response and centered LDL along with a cubic term of centered LDL as the predictors. Robust standard errors were calculated with the Huber-White sandwich estimator. To test whether there were departures from linearity, we used the partial z test to evaluate whether the slope of the cubic term was zero.

Based on this test, the two sided p-value of 0.112 indicates that we do not have enough evidence to reject that any association between time to mortality and serum LDL is adequately modeled by a linear term of LDL, when considering a cubic term of LDL.

d. Fit a regression model in which you test for a linear relationship using linear splines as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
Using 725 subjects with available information, we fit a proportional hazards model with risk of mortality as the response and centered LDL along with linear splines of LDL with 4 knots (at 70, 100, 130, and 160) as the predictors (though the knot at 160 was dropped because of collinearity). Robust standard errors were calculated with the Huber-White sandwich estimator. To test whether there were departures from linearity, we used the multiple partial chi square test to evaluate whether the slopes of the splines were simultaneously zero.

Based on this test, the two sided p-value of 0.119 indicates that we do not have enough evidence to reject that any association between time to mortality and serum LDL is adequately modeled by a linear term of LDL, when considering linear splines of LDL.
e. Fit a regression model in which you test for a linear relationship using a logarithmic transformation as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).

Using 725 subjects with available information, we fit a proportional hazards model with risk of mortality as the response and centered LDL along with a log transformation of LDL (base e) as the predictors. Robust standard errors were calculated with the Huber-White sandwich estimator. To test whether there were departures from linearity, we used the partial z test to evaluate whether the slope of the log term was zero.

Based on this test, the two sided p-value of 0.004 indicates that we do have enough evidence to reject that any association between time to mortality and serum LDL is adequately modeled by a linear term of LDL. Thus a log term of LDL would be better than a linear term when describing the relationship between time to mortality and serum LDL.

f. On the same set of axes, plot the fitted values from each of the above models, as well as a model that includes only the (centered) serum LDL values. Comment on the similarity and/or differences among these models. How might these results guide your choice of a particular model when investigating whether associations are not well described by a linear relationship?
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All 6 models demonstrate a trend of lower risk of mortality associated with higher quantities of LDL (1st order trend). It is also apparent that the log transformation model predicts fitted values quite differently from the remaining models. Whereas the relative hazards for the first 5 models range from 0 to -3, the log model approximates the relative hazards between -2.5 and -5. From smallest to largest relative hazards, the order of models is roughly linear LDL, step (dummy) LDL, cubic LDL, quadratic LDL, LDL splines, and log LDL. Only the cubic and quadratic models display a curvilinear trend that changes direction at about 150 mg/dl. These results would indicate that if one were interested in testing for a nonlinear association between time to mortality and LDL, the best model to investigate would be the log model, as the others appear to behave similarly to the linear model
2. Consider again a model exploring the associations between time to death and serum LDL when using linear splines. 
a. Explain the interpretation of the regression parameters in such a model.

0.9782 corresponds to the estimated hazard ratio between two groups differing in 1 mg/dl of LDL, but only when comparing those with 0-70 mg/dl of LDL. So here, the group with higher LDL would have a 2.18% lower risk of mortality.
0.9793 corresponds to the estimated hazard ratio between two groups differing in 1 mg/dl of LDL, but only when comparing those with 70-100 mg/dl of LDL. So here, the group with higher LDL would have a 2.07% lower risk of mortality.

0.9991 corresponds to the estimated hazard ratio between two groups differing in 1 mg/dl of LDL, but only when comparing those with 100-130 mg/dl of LDL. So here, the group with higher LDL would have a 0.09% lower risk of mortality.

0.9981 corresponds to the estimated hazard ratio between two groups differing in 1 mg/dl of LDL, but only when comparing those with 130-160 mg/dl of LDL. So here, the group with higher LDL would have a 0.19% lower risk of mortality.

0.9939 corresponds to the estimated hazard ratio between two groups differing in 1 mg/dl of LDL, but only when comparing those with 160-400 mg/dl of LDL. So here, the group with higher LDL would have a 0.61% lower risk of mortality.

b. Is there evidence that the association between time to death and serum LDL is truly U-shaped? Explain your evidence.

For there to be evidence of a U-shaped trend, the smallest and largest groups would need to simultaneously have differing signs of slopes. Thus one would need to have a HR greater than 1 and the other would need to have a HR smaller than 1. Furthermore, both of these observations would need to be statistically significant. Now, the first category of LDL (0-70) does have a significant slope (p = 0.019) which is less than 1 (HR = 0.978). However, the last category of LDL (160-400) does not have a significant slope (p = 0.678) and it is also less than 1 (HR = 0.994). Therefore, there is not enough evidence to state that the relationship is U-shaped. 

3. Suppose we are interested in exploring the associations between time to death and serum LDL as possibly modified by race. In this problem you do not need to provide formal description of the methods or inference, though I do ask at times for specific inferential quantities.
a. Fit a model of time to death regressed on a log transformation of serum LDL, race, and their interaction. Provide an explicit interpretation of each parameter in your model (be sure to include the actual numeric value in your interpretation, but you do not have to provide CI or p values for this part).
(Note: Robust standard errors were calculated with the Huber-White sandwich estimator.)

0.4610 corresponds to the change in hazard ratio of mortality when comparing groups of white individuals who differ by 1 unit of log LDL (base e).
0.1545 corresponds to the change in hazard ratio of mortality when comparing blacks to whites, for those who have a log LDL value of 0, or 1 mg/dl of LDL.
305.0 corresponds to the change in hazard ratio of mortality when comparing Asians to whites, for those who have 1 mg/dl of LDL.

3.33 x 108 corresponds to the change in hazard ratio of mortality when comparing those of the “other” race to whites, for those who have 1 mg/dl of LDL.
1.553 corresponds to the difference in the log LDL slope (change in hazard ratio), when comparing the black to white individuals.
0.310 corresponds to the difference in the log LDL slope (change in hazard ratio), when comparing the Asian to black individuals.
0.0179 corresponds to the difference in the log LDL slope (change in hazard ratio), when comparing the “other” race to Asian individuals.
b. Use the regression analysis in part a to perform a statistical test of the hypothesis that race does not modify the association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

To determine whether race modifies the association between time to death and LDL, we test whether the 3 interaction terms each have a slope of 0 simultaneously. The two-sided p value of 0.045 indicates that we can reject the null hypothesis that there is no effect modification. Thus race does modify the association of interest.
c. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

To determine whether there is an association between time to death and LDL, we test whether the 3 interaction terms and log LDL each have a slope of 0 simultaneously. The two-sided p value < 0.001 indicates that we can reject the null hypothesis that there is no association between time to death and LDL. 

d. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and race. Make clear which parameters you test and provide a two-sided p value.

To determine whether there is an association between time to death and LDL, we test whether the 3 interaction terms and 3 race terms each have a slope of 0 simultaneously. The two-sided p value < 0.001 indicates that we can reject the null hypothesis that there is no association between time to death and race. 

e. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no difference in the distribution of time to death between whites and blacks. Make clear which parameters you test and provide a two-sided p value. 
To determine whether there is a difference in the distribution of time to death between whites and blacks, we use the partial z test to see if the single race term for blacks has a slope of 0. The two-sided p value = 0.644 indicates that we do not have enough evidence to reject the null hypothesis that there is no difference in the distribution of time to death between whites and blacks. 

4. We are interested in raises given to faculty hired in recent years. For this problem, restrict attention to faculty hired in 1990 or later and who started at the university within one year of the year in which they received their highest degree. In order to (at least in part) examine the patterns of raises given to faculty, we will model salaries by sex, calendar year, and an interaction between sex and calendar year. Use such a model to answer the following questions.

(* Note that we include the 89 individuals who started working before they finished their degree. 29 individuals started 2 years before they finished their degree, while the rest started 1 year before they completed their degree. Also, robust standard errors were calculated with the Huber-White sandwich estimator. 485 faculty members had available data for the following two analyses.)
a. Is there evidence of sex discrimination in the mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.

We used linear regression with untransformed monthly salary as the response and sex and calendar year as the main effects, and we included an interaction term for sex and year. To test whether sex was associated with mean salary, we used the multiple partial F test to evaluate whether the slopes of the sex term and interaction term were simultaneously zero. The two-sided p value < 0.001 indicates that there is an association between sex and mean salary, when adjusting for year and correlated data. As the observed mean monthly salary for women is $625 less than men when accounting for the year and interaction terms, we conclude that there is sex discrimination in the mean salary given in recent years.
b. Is there evidence of sex discrimination in the geometric mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.

We used linear regression with log transformed monthly salary as the response and sex and calendar year as the main effects, and we included an interaction term for sex and year. To test whether sex was associated with geometric mean salary, we used the multiple partial F test to evaluate whether the slopes of the sex term and interaction term were simultaneously zero. The two-sided p value < 0.001 indicates that there is an association between sex and geometric mean salary, when adjusting for year and correlated data. As the observed geometric mean monthly salary for women is 41.2% lower than men when accounting for the year and interaction terms, we conclude that there is sex discrimination in the geometric mean salary given in recent years.

c. What are the relative merits of the two models used in parts a and b?

The model in part A uses untransformed salary, so the results are easily interpretable for a broad audience. Thus, policymakers have a concrete salary amount to work with, and scientific relevance is important. The model in part B uses geometric mean salary, so the results would be in terms of percentage differences, which also can be a good metric for salary (interest, raises, etc), but it might be less understandable. 
d. If you answered parts a and b correctly, you accounted for the correlated observations used in the analysis. Compare that inference to what you would have obtained had you incorrectly treated the data as independent. In particular, consider whether these incorrect models would have tended to be conservative or anti-conservative when making inference about associations with sex. How would your answer differ when considering associations by year?
If we treated the data as independent, we would be giving more importance to those individuals who started in 1990 as compared to those who started in 1995, since they would have more entries in the dataset. In terms of making inference about association with sex, the incorrect models would be anti-conservative, so the confidence intervals would be too narrow. In the incorrect model, the standard error would be too large since the model is finding strong correlation between the measurements that truly belong to a single person.
