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Biost 518: Applied Biostatistics II
1. Suppose we are interested in exploring whether any association between time to death and serum LDL is adequately modeled by a relationship in which the log hazard function is linear in LDL. I ask you to compare several different alternative models that allow nonlinearity. In part f, I ask you to plot fitted HR estimates from each of these models on the same axis. In order to have comparability across models, we need to use the same reference group:

a. Fit a regression model in which you test for a linear relationship using a step function as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
A proportional hazard regression analysis was performed of centered ldl with ldl categories fitted in the model as dummy variables. There are 735 subjects in the dataset with 10 missing serum ldl data. A two sided p-value and 95%CI are estimated based on robust standard error.
A chi-square test for the overall model yields a p-value of 0.0073 providing statistical evidence for an association between time to death and serum ldl.

The p-values for each ldl category were evaluated to test the hypothesis of no departure from linearity. Additionally, a multiple partial test was performed to test whether coefficients from all other terms are equal to zero.

This test yields a p-value=0.3609 suggesting we do not have sufficient evidence for a non-linear association.
b. Fit a regression model in which you test for a linear relationship using a quadratic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
A proportional hazard regression analysis was performed of centered ldl with a quadratic polynomial variable fitted in the model as a covariate. There are 735 subjects in the dataset with 10 missing serum ldl data. A two sided p-value and 95% CI are estimated based on robust standard error.

The quadratic polynomial variable was evaluated to test for departure from linearity. A two sided p-value from a chi square test=0.0550. At a significance level of 0.05, we do not have sufficient evidence for non-linearity. 
c. Fit a regression model in which you test for a linear relationship using a cubic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
A proportional hazard regression analysis was performed of centered ldl with a cubic polynomial variable fitted in the model as a covariate. There are 735 subjects in the dataset with 10 missing serum ldl data. A two sided p-value and 95% CI are estimated based on robust standard error.

The cubic polynomial variable was evaluated to test for departure from linearity using a multiple partial test. A two sided p-value from a chi square test=0.4965. We do not have sufficient evidence for a non-linear association. This however does not prove linearity, because it could have been non-linear in a way that the cubic polynomial was not able to detect.
d. Fit a regression model in which you test for a linear relationship using linear splines as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
A proportional hazard regression analysis was performed of centered ldl with a linear splines of ldl fitted in the model as covariates. There are 735 subjects in the dataset with 10 missing serum ldl data.  A two sided p-value and 95% CI are estimated based on robust standard error. 
The p-value from the chi-square test of the overall model is <0.0001 providing statistical evidence for an association between time to death and serum ldl.

A multiple partial test of the linear splines was performed yielding a p-value of 0.1191. We do not have sufficient evidence for a non-linear association.

e. Fit a regression model in which you test for a linear relationship using a logarithmic transformation as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).

A proportional hazard regression analysis was performed of centered ldl using logarithmic transformation of ldl. A two sided p-value and 95% CI are estimated based on robust standard error. There are 735 subjects in the dataset with 10 missing serum ldl data. A chi squared test of the model yielded a p-value of 0.004. Based on this model, we have strong evidence for non-linearity.

f. On the same set of axes, plot the fitted values from each of the above models, as well as a model that includes only the (centered) serum LDL values. Comment on the similarity and/or differences among these models. How might these results guide your choice of a particular model when investigating whether associations are not well described by a linear relationship?
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The plots of the fitted values from the polynomial models both quadratic and cubic and from the splines model appear similar compared to all other models.
The plot of fitted values for centered ldl appears much lower than the rest of the models.
Overall, the polynomial models, spline model and model for centered ldl so similar effect on HR between 100mg/dl and 200mg/dl of centered ldl.
2. Consider again a model exploring the associations between time to death and serum LDL when using linear splines. 
a. Explain the interpretation of the regression parameters in such a model.

From a proportional hazard analysis of the association between time to death and serum ldl when using linear splines, to evaluate a possible U shape function, we would need to simultaneously test whether the slopes are positive or negative. Based on the analysis, the slopes from splines, splines at cut off 70 and 100 are negative (0.9938 and 0.9842) while the ones at higher cutoffs at 130 and 160 are positive (1.0052 and 1.0041 respectively). 
	
	HR
	p-value

	sldlA
	0.9842
	0.678

	sldlB
	0.98531
	0.361

	sldlC
	1.00523
	0.471

	sldlD
	1.00418
	0.761

	sldlE
	1
	-


b. Is there evidence that the association between time to death and serum LDL is truly U-shaped? Explain your evidence.

The p-values are not statistically significant therefore the association between time to death and serum LDL is not truly U-shaped.

3. Suppose we are interested in exploring the associations between time to death and serum LDL as possibly modified by race. In this problem you do not need to provide formal description of the methods or inference, though I do ask at times for specific inferential quantities.
a. Fit a model of time to death regressed on a log transformation of serum LDL, race, and their interaction. Provide an explicit interpretation of each parameter in your model (be sure to include the actual numeric value in your interpretation, but you do not have to provide CI or p values for this part).
0.5846333 is the instantaneous hazard ratio of death among whites for a two-fold increase of ldl
0.154461 is the hazard ratio of death among blacks compared to whites with ldl level of 1mg/dl 

304.9807 is the hazard ratio of death among asians compared to whites with ldl level of 1mg/dl

3.33e+08 is the hazard ratio of death among asians compared to whites with ldl level of 1mg/dl 

Interaction terms:
1.356486 is a ratio of hazard ratios, the ratio between the hazard ratio of death among blacks for a two-fold increase of ldl to the hazard ratio of death among whites for a two-fold increase of ldl 

0.4442549 is a ratio of ratios, the ratio of the hazard ratio of death for a two-fold increase of ldl among asians to the hazard ratio of death among whites for a two-fold increase of ldl 

0.0615902 is a ratio of ratios, the ratio of the hazard ratio of death for a two-fold increase of ldl among "other" race to the hazard ratio of death among whites for a two-fold increase of ldl
b. Use the regression analysis in part a to perform a statistical test of the hypothesis that race does not modify the association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

A multiple partial test is performed to evaluate whether race modifies the association between time to death and serum ldl. The null hypothesis is that the coefficient of the interaction term signifying any interaction between race and serum ldl is zero.
The two sided p-value from this test is 0.0452. We have sufficient evidence that race does modify the association between time to death and serum ldl.
c. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

A multiple partial test is performed to evaluate whether there is an association between time to death and serum ldl. The parameter for log transformed serum ldl to the base 2 was tested yielding a p-value of 0.0004. 

We thus find a strong evidence for a statistically significant association between time to death and serum ldl.

d. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and race. Make clear which parameters you test and provide a two-sided p value.

A multiple partial test is performed to evaluate whether there is an association between time to death and race. The parameter for race was tested yielding a p-value of 0.0231.
We thus find a strong evidence for a statistically significant association between time to death and race.
e. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no difference in the distribution of time to death between whites and blacks. Make clear which parameters you test and provide a two-sided p value. 
A multiple partial test is performed to evaluate whether there is an association between time to death and race. The parameter for dummy variable for black race was tested yielding a p-value of 0.5416.
We do not have sufficient evidence for a statistically significant difference of time to death between whites and blacks in this dataset.
4. We are interested in raises given to faculty hired in recent years. For this problem, restrict attention to faculty hired in 1990 or later and who started at the university within one year of the year in which they received their highest degree. In order to (at least in part) examine the patterns of raises given to faculty, we will model salaries by sex, calendar year, and an interaction between sex and calendar year. Use such a model to answer the following questions.

a. Is there evidence of sex discrimination in the mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.

A linear regression model was performed to evaluate the association between salary and sex with calendar year and an interaction term between sex and calendar year included in the model. Salary was modeled as a continuous variable and sex as a dummy variable. 95% confidence intervals and two-sided p values were based on robust standard-errors that allow for clustering. A p-value of <0.05 was considered statistically significant.

In the model, the intercept is the mean salary in a group having all covariates equal to zero. It is not relevant in the context of this analysis
The slope for females is the difference in mean salary between males and females having started their service during the same calendar year. The difference in mean salary is $602.65, being lower in females than in males

The slope for year is the difference in mean salary for every one year difference in the start year irrespective of sex. The difference in mean salary is $169.22, being higher in a group that started in the more recent years.

The slope for the interaction term between female and year is a difference in differences between the difference in mean salary of two groups of female faculty differing in their start year by one year and the difference in mean salary for two groups of male faculty who differ in their start year by one year.
Based on a p value of 0.051, we do not have sufficient evidence for an association between sex and salary.
b. Is there evidence of sex discrimination in the geometric mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.

A linear regression model was performed to evaluate the association between salary and sex with calendar year and an interaction term between sex and calendar year included in the model. Salary was modeled as a log transformed variable and sex as a dummy variable. 95% confidence intervals and two-sided p values were based on robust standard-errors that allow for clustering. A p-value of <0.05 was considered statistically significant.

In the model, the intercept is the geometric mean salary in a group having all covariates equal to zero. It is not relevant in the context of this analysis

The slope for females is the ratio of the geometric mean salary between males and females having started their service during the same calendar year. The geometric mean salary is 0.865 times lower in females compared to males

The slope for year is the ratio of the geometric mean salary for every one year difference in the start year irrespective of sex. The geometric mean salary is 1.037 higher in a group that started in the more recent years.

The slope for the interaction term between female and year is a ratio of ratios comparing the ratio of the geometric mean salary of  two groups of female faculty with one year difference in start year and the ratio of geometric mean salary in two groups of male faculty members with a one year difference in starting year.
Based on a p-value 0.032, we have evidence for an association between sex and salary thus suggesting an existing sex bias.

c. What are the relative merits of the two models used in parts a and b?

The model in part a models mean salary differences. This would be important in evaluating the total amount of money you would need to rectify the sex bias issue.

On the other hand, the geometric mean modeled in part b would apply since the rate of raises occurs on a multiplicative scale. Also, in the context of heteroscsedasticity as in this dataset, the geometric mean will be more homogeneous across data although this cannot easily be translated back into a dollar value.
That said, both can be estimated to assess the existence of bias and estimate the magnitude of bias on a scale that would matter scientifically.

d. If you answered parts a and b correctly, you accounted for the correlated observations used in the analysis. Compare that inference to what you would have obtained had you incorrectly treated the data as independent. In particular, consider whether these incorrect models would have tended to be conservative or anti-conservative when making inference about associations with sex. How would your answer differ when considering associations by year?
When comparing the models in which correlated observations were accounted for and the two in which data was treated as independent, the coefficients remain the same. However, in the models using clustered data, the standard error is smaller subsequently affecting the p-values and confidence intervals. The models without clustered variables would provide anticonservative confidence intervals.
When considering associations by year, we would have more conservative estimates.

	Parameter
	Clustered data
	Data considered independent

	Difference in mean salary
	-602.651,306.228 (-1209.12, 3.817335)
	-602.651, 250.27(-1094.49, -110.809)

	
	169.22,  46.39(77.344, 261.1)

	169.22,54.95(61.22, 277.22)

	Geometric mean ratio
	0.865, 0.057( 0 .7577,0.9875)

	0.865, 0.044 (0.7818,0.9570)

	
	1.036, 0.012(1.016, 1.056)

	1.036, 0.011(1.014,1.059)



