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Written problems: To be submitted as a MS-Word compatible file to the class Catalyst dropbox by 9:30 am on Wednesday, March 11, 2014. See the instructions for peer grading of the homework that are posted on the web pages. 
Problems 1-3 of the homework relate to the dataset regarding MRI measurements of cerebral atrophy in elderly Americans (mri.doc and mri.txt). In this homework we will focus primarily on associations between mortality and serum LDL as possibly modified by race. 
1. Suppose we are interested in exploring whether any association between time to death and serum LDL is adequately modeled by a relationship in which the log hazard function is linear in LDL. I ask you to compare several different alternative models that allow nonlinearity. In part f, I ask you to plot fitted HR estimates from each of these models on the same axis. In order to have comparability across models, we need to use the same reference group:

· In all parts of this problem where you need to divide the LDL values into intervals, use 70, 100, 130, and 160 mg/dL as breakpoints for the LDL measurements. Stata commands that might be used are:
egen ldlctg= cut(ldl), at(0,70,100,130,160,400)

mkspline sldlA 70 sldlB 100 sldlC 130 sldlD 160 sldlE = ldl
· In all parts of this problem where you model LDL continuously, we will use 1 mg/dL as the reference group (this will accommodate the log transformation). Thus you might create variables in Stata:

g logldl= log(ldl)

g cldl= ldl – 1

g cldlsqr= cldl^2

g cldlcub= cldl^3

a. Fit a regression model in which you test for a linear relationship using a step function as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
To test the hypothesis that there were no departures from linearity, we performed a cox proportional hazard of time to death by LDL level, with LDL modeled both as a continuous variable (LDL-1) and as dummy variables to compare LDL intervals of 70, 100, 130 and 160 mg/dL.  To evaluate the parameters, we performed a test of the linearity of the dummy variables and continuous LDL. We found a two sided p-value of p=0.3609, showing that we fail to reject the null hypothesis that there are no departures from linearity (all coefficients were equal to zero). Therefore we have no evidence to conclude that the the association between time to death and LDL is nonlinear when a step function using dummy variables is included in the model. 
b. Fit a regression model in which you test for a linear relationship using a quadratic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
To test the hypothesis that there were no departures from linearity, we performed a cox proportional hazard of time to death by LDL level, using a continuous LDL variable (LDL-1) and a quadratic LDL variable. We found a non-significant two-sided p value for the nonzero slope of the quadratic LDL variable (p=0.055). Therefore we fail to reject the null hypothesis that there are no departures from linearity, and cannot conclude that the relationship between time to death and LDL is nonlinear. 
c. Fit a regression model in which you test for a linear relationship using a cubic polynomial as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
To test the hypothesis that there were no departures from linearity, we performed a cox proportional hazard of time to death by LDL level, using a continuous LDL variable (LDL-1), a quadratic LDL variable and a cubic LDL variable. We performed a test to determine if the coefficients were equal to zero. We found a significant two-sided p value (p<0.0005). Therefore we can reject the null hypothesis that there are no departures from linearity, and can conclude that the relationship between time to death and LDL is nonlinear and better modeled using the cubic and quadratic terms. 
d. Fit a regression model in which you test for a linear relationship using linear splines as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).
To test the hypothesis that there were no departures from linearity, we performed a cox proportional hazard of time to death by LDL level, using linear splines to divide LDL into intervals of 70, 100, 130 and 160 mg/dL.  To evaluate the parameters, we performed a test of the linearity of the splines, we found a two sided p value of p=0.1191, showing that we fail to reject the null hypothesis that all the linear splines are equal and there is no departure from linearity. Therefore we have no evidence to conclude that the relationship between time to death and LDL is nonlinear. 
e. Fit a regression model in which you test for a linear relationship using a logarithmic transformation as an alternative model. Briefly describe the model you fit and the parameters you evaluated to test the hypothesis that there were no departures from linearity. Provide a two-sided p value of the test. (Save fitted values for use in part f).

To test the hypothesis that there were no departures from linearity, we performed a cox proportional hazard of time to death by LDL level, using a continuous LDL variable (LDL-1) and a log transformed LDL variable. We found a significant two-sided p value for the nonzero slope of the log LDL variable (p=0.004). Therefore we can reject the null hypothesis that there are no departures from linearity, and can conclude that the relationship between time to death and LDL is nonlinear when including a log transformed LDL term. 
f. On the same set of axes, plot the fitted values from each of the above models, as well as a model that includes only the (centered) serum LDL values. Comment on the similarity and/or differences among these models. How might these results guide your choice of a particular model when investigating whether associations are not well described by a linear relationship?
All the models except the log transformed LDL show a general trend of decreased hazard of death as LDL levels increase. The models all show similar results and very high LDL levels, and all but the log transformed show similar results at the lowest LDL level. The fits drop off at different rates, with the splines and quadratic curve showing a steeper decline in relative hazard as LDL increases. The dummy variables initially show higher hazard at lower LDL levels, then at about 75 mg/dL the fit aligns well with the cubic fit. The centered LDL shows the most linear and slowest decline toward lower hazard as LDL increases. The log fit stays very steadily at a low relative hazard. The linear spline fit shows a slight curve, which we can see due to the flexibility of this model. 
When investigating whether an association is well described by a linear relationship, we would likely want to look at the linear spline, because it is the most flexible model and allows us to see, as it did here, if there are any curves in the data that are not captured by more rigid models. 
[image: image1.emf]0

.2

.4

.6

.8

1

Relative hazard

0 50 100 150 200 250

ldl

step function quadratic

cubic linear splines

log  untransformed LDL


2. Consider again a model exploring the associations between time to death and serum LDL when using linear splines. 
a. Explain the interpretation of the regression parameters in such a model.

We used proportional hazards regression to determine the distribution of time to death across groups defined by LDL level, using a model of linear spline intervals of 0-70,  71-100, 101-130, 131-160 and over 160. The association between death and LDL was summarized by five hazard ratios found from the proportional hazards regression model. All the regression parameters were less than one, suggesting a decrease in instantaneous risk of death as LDL increases in all the intervals. We can conclude the following within each LDL interval from this regression analysis:
· When comparing two groups that have serum LDL levels below 70 mg.dL, there was a 2.2% decreased risk of death (.978 hazard ratio) per 1 mg/dL increase in serum LDL. This was statistically significant (p=0.019, 95% CI .9603, .9965) so we can reject the null hypothesis of no difference in risk of death associated with increased LDL at LDL levels below 70 mg/dL. 
· When comparing two groups that have serum LDL levels below 100 mg.dL, there was a 2.1% decreased risk of death ( .979 hazard ratio) per 1 mg/dL increase in serum LDL. This was not statistically significant (p=0.131, 95% CI .9531, 1.0062) so we fail to reject the null hypothesis of no difference in risk of death associated with increased LDL at LDL levels between 71-100 mg/dL
· When comparing two groups that have serum LDL levels below 130 mg.dL, there was a .1% decreased risk of death ( .999 hazard ratio) per 1 mg/dL increase in serum LDL. This was not statistically significant (p=0.934, 95% CI .9778, 1.0208) so we fail to reject the null hypothesis of no difference in risk of death associated with increased LDL at LDL levels between 101-131 mg/dL
· When comparing two groups that have serum LDL levels below 160 mg.dL, there was a .2% decreased risk of death (.998 hazard ratio) per 1 mg/dL increase in serum LDL. This was not statistically significant (p=.875, 95% CI .9742, 1.0225) so we fail to reject the null hypothesis of no difference in risk of death associated with increased LDL at LDL levels between 131-160 mg/dL
· When comparing two groups that have serum LDL levels above 160 mg.dL, there was a .7% decreased risk of death (.993 hazard ratio) per 1 mg/dL increase in serum LDL. This was not statistically significant (p=.678, 95% CI .9655, 1.0231) so we fail to reject the null hypothesis of no difference in risk of death associated with increased LDL at LDL levels above 160 mg/dL
b. Is there evidence that the association between time to death and serum LDL is truly U-shaped? Explain your evidence.

There is no evidence that the relationship between time to death and serum LDL is truly U-shaped, however we also do not have evidence to conclude that it is not. If this was a U-shaped relationship, we would expect to see a slope that is decreasing at one extreme and increasing at the other extreme. In a hazard regression, this would correspond to slopes above 1 at one end and below 1 at the other. Since we do not see this, we cannot conclude a U-shaped curve. However, while the slope at the lowest LDL level is significant, it is not at the higher LDL levels, so therefore we cannot conclude that the association is not U-shaped.  
3. Suppose we are interested in exploring the associations between time to death and serum LDL as possibly modified by race. In this problem you do not need to provide formal description of the methods or inference, though I do ask at times for specific inferential quantities.
a. Fit a model of time to death regressed on a log transformation of serum LDL, race, and their interaction. Provide an explicit interpretation of each parameter in your model (be sure to include the actual numeric value in your interpretation, but you do not have to provide CI or p values for this part).
To determine the association between time to death and LDL by race, we performed a cox proportional hazard, modeling log transformed LDL, race as a dummy variable, and terms showing the interaction between race and LDL. The individual parameters can be interpreted in the following way:
· In whites, for each doubling of LDL, the instantaneous risk of death decreases by  41.54%
· When compared to whites and holding LDL constant at 1 mg/dL, the instantaneous risk of death is 84.55% lower in blacks. 
· When compared to whites and holding LDL constant at 1 mg/dL, the instantaneous risk of death is 304.98 fold increase in Asians. 

· When compared to whites and holding LDL constant at 1 mg.dL, the instantaneous risk of death is 3.33X108 fold higher in Other races. 

· When compared to whites, for each doubling of LDL the instantaneous risk of death in blacks is 35.65% higher. 

· When compared to whites, for each doubling of LDL the instantaneous risk of death in Asians is 55.58% lower. 
· When compared to whites, for each doubling of LDL the instantaneous risk of death in Other races is 93.84% lower.
b. Use the regression analysis in part a to perform a statistical test of the hypothesis that race does not modify the association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

To test the hypothesis that race does not modify the association between time to death and serum LDL, we performed a cox proportional hazard of time to death modeled by log LDL, including race as a dummy variable and interaction terms between race and log LDL.  To evaluate the interaction parameters, we tested to see if each interaction parameter (black*logLDL, Asian*logLDL, Other*logLDL) equaled zero. We found a two sided p-value of p=0.045, showing that we can reject the null hypothesis that the slopes of all the interaction terms are equal to zero. Therefore we have evidence to conclude that effect modification is present in this analysis.  
c. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and serum LDL. Make clear which parameters you test and provide a two-sided p value.

Using the regression analysis in part A, we tested to see if there was no association between time to death and serum LDL by testing to see if logLDL, as well as each interaction parameter including LDL (black*logLDL, Asian*logLDL, Other*logLDL) equaled zero. We found a two sided p-value of p<0.0005, showing that we can reject the null hypothesis that the slopes of the terms including LDL are equal to zero. Therefore we have evidence to conclude that there is an association between death and serum LDL. 
d. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no association between time to death and race. Make clear which parameters you test and provide a two-sided p value.

Using the regression analysis in part A, we tested to see if there was no association between time to death and race by testing  to see if each race dummy variable (Black, Asian and Other) as well as each interaction parameter  that includes race (black*logLDL, Asian*logLDL, Other*logLDL) equaled zero. We found a two sided p-value of p<0.0005, showing that we can reject the null hypothesis that the slopes of all race parameters are equal to zero. Therefore we have evidence to conclude that there is an association between death and race. 
e. Use the regression analysis in part a to perform a statistical test of the hypothesis that there is no difference in the distribution of time to death between whites and blacks. Make clear which parameters you test and provide a two-sided p value. 
Using the regression analysis in part A, we tested to see if there was no difference in the distribution of time to death between whites and blacks. Because the race variables in our model use whites as our reference group, we can test this by isolating all variables that are related to black race and testing if the slope is equal to zero. Therefore we tested to see if black race (dummy variable black) and the interaction term including black race (black*logLDL) equaled zero. We found a two sided p-value of p=0.5416, showing that we fail to reject the null hypothesis that the slopes of all parameters related to black race are equal to zero. Therefore we do not have evidence to say that there is a difference in the distribution of time to death between whites and blacks. 
Problems 4 of the homework relates to the university salary dataset. 

4. We are interested in raises given to faculty hired in recent years. For this problem, restrict attention to faculty hired in 1990 or later and who started at the university within one year of the year in which they received their highest degree. In order to (at least in part) examine the patterns of raises given to faculty, we will model salaries by sex, calendar year, and an interaction between sex and calendar year. Use such a model to answer the following questions.

a. Is there evidence of sex discrimination in the mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.

To determine if there is sex discrimination in the mean salary in recent years, we performed a linear regression of salary by sex, including sex and interactions between sex and salary as a continuous variable while accounting for clustering of data. From this analysis we found that mean monthly salary was $675.68 lower in females than in males when holding the year constant, this was not a statistically significant results, with extremely wide confidence intervals (p=0.899, 95% CI $-9867.38, $11218.73). We then tested to see if there was a relationship between sex and salary, by testing if any terms including sex had nonzero slopes. We found that a two sided p-value of p=0.960, therefore we fail to reject the null hypothesis of no association between sex and salary. We then tested the effect of year, and performed a test using year and interaction between sex and year. We found a significant p value (p<0.0005) show that we can reject the null hypothesis that within each year sex does not effect mean salary. Therefore, though the higher salary in men is not statistically significant, we do have evidence to show that within calendar years men are paid more than women.  
b. Is there evidence of sex discrimination in the geometric mean salary given in recent years? You do not have to provide full inference, but you should make clear the basis for your answer.
To determine if there is sex discrimination in the geometric mean salary in recent years, we performed a linear regression of log salary by sex, including sex and interactions between sex and salary as a continuous variable while accounting for clustering of data. From this analysis we found that geometric mean monthly salary was 60.3% higher in males than in females when holding the year constant. This was not a statistically significant results, with wide confidence intervals (p=0.695, geometric mean 95% CI -1.90, 2.848)). We then tested to see if there was a relationship between sex and salary, by testing if any terms including sex had nonzero slopes. We found that a two sided p-value of p=0.7516, therefore we fail to reject the null hypothesis of no association between sex and salary. We then tested the effect of year, and performed a test using year and interaction between sex and year. We found a significant p value (p<0.0005) show that we can reject the null hypothesis that within each year sex does not effect mean salary. Therefore, though the higher salary in men is not statistically significant, we do have evidence to show that within calendar years men are paid more than women.  
c. What are the relative merits of the two models used in parts a and b?
Part A allows us to show absolute differences to compare raises between men and women over time. This is more intuitive, easier to explain to lay people, and can be used to determine a direct relationship to implement change in real dollar numbers. Part B, however, is that raises are often determined on a multiplicative basis as a percent increase, and therefore is likely a better model to explain differences in raise increases.
d. If you answered parts a and b correctly, you accounted for the correlated observations used in the analysis. Compare that inference to what you would have obtained had you incorrectly treated the data as independent. In particular, consider whether these incorrect models would have tended to be conservative or anti-conservative when making inference about associations with sex. How would your answer differ when considering associations by year?
When running the models without considering clustering, we came to the same general conclusions based on coefficients as we did without taking correlation into account. However, the p-values are a bit larger, and the confidence intervals are wide, showing that this is a more conservative model to make inference about the association with sex. When looking at the association by year, we still find a statistically significant pvalue and would reach the same conclusion that year modifies the relationship between salary and sex. 

