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Biost 515/518
Homework #8
1. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995. In this problem, we focus on alternative modeling of the variables yrdeg and startyr. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex. (Note that I have provided answers to all parts of this problem except parts a, b and i, which you should answer.)
a. In all parts of this problem, in addition to the year of degree and year starting at the UW, you should adjust for the highest degree obtained, field, and administrative duties. What is the best way to model the variables degree, field, and admin? Briefly justify your answer.
Ans: Since degree, field, and admin are unordered categorical variables (admin is binary; degree and field have three categories each), these variables should all be modeled using dummy (indicator) variables. Even though they are all coded numerically, the numerical coding is not meaningful because the categories are unordered.  
b. In all parts of this problem you should use robust standard error estimates. Briefly explain why inference based on classical linear regression (without robust SE estimates) would be incorrect. Do you think the classical linear regression inference would tend to be conservative or anti-conservative? Justify your answer.
Ans: There is heteroscedasticity in this data – the variance among women is 1523, compared to 2064 among men. Since there were far fewer women in 1995 than men and the women had lower mean salary and smaller variance, I would expect inference to be conservative: the smaller group has the smaller variance. 
c. Model yrdeg and startyr as linear continuous variables. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)
d. Model yrdeg and startyr as quadratic continuous variables (so linear continuous plus a second order term). Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).

Ans: (See table below)
e. Model yrdeg and startyr as dummy variables for groups defined by earlier than 1960, 1960-64, 1965-69, 1970-74, 1975-79, 1980-84, 1985-89, and 1990 or later. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)

f. Model yrdeg and startyr as linear splines with knots at years 1960, 1965, 1970, 1975, 1980, 1985, and 1990. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).
Ans: (See table below)
g. Repeat parts c – f when modeling the ratio of mean salaries across sexes and when modeling the ratio of geometric mean salaries across sexes. These results can be included in the same table.)
Ans: (See table below)
h. Examine the agreement between the inference about the adjusted association between monthly salary and sex. Did the inference vary substantially across the various models?

Ans: The following table provides the regression parameter estimates for the predictor indicating female sex, its Z statistic, its two-sided P value, and its 95% CI for the alternative methods of modeling year of degree and starting year. A few comments are in order

· In all cases, the linear splines provided the best fit to the data in the sense that adding the linear splines to each of the other models proved to be statistically significant. Adding the dummy variables to the model that included the linear splines did not improve the fit. I do not recommend doing this sort of testing unless your question was about the form of the relationship (e.g., linear vs nonlinear). My point here is that the linear splines did seem to model the true relationship with salary better when I was modeling sex, field, degree, and administrative duties.
· When modeling year of degree and start year as quadratic functions, I could not statistically establish nonlinearity in the linear regression model of the difference of means. When considering ratios of means or geometric means, I could detect the nonlinearity of either the year of degree or starting year when testing them combined, but because the terms are so correlated, I could not ensure that both were nonlinear when adjusting for the other.

· When modeling year of degree and start year as dummy variables or linear splines, there tended to be statistically significant departures from linearity for each variable separately and combined.
· Note that I included the Z statistic in this table only because the results were so strikingly statistically significant, that is only through looking at the Z statistic that we can assess whether there were any substantial differences (there were not).

· Note the similarity in ratios across all methods of modeling year of degree and start years and across the summary measures (means or geometric means). 

· I provided inference about ratios of means using both Poisson regression and the generalized linear model when assuming Gaussian data with a log link. I prefer the Poisson regression, though this really only makes a big difference when looking at risk ratios with binary data. In that case, I highly recommend using Poisson regression rather than the generalized linear model with the binomial family and the log link. With means of positive continous random variables Poisson regression or the Gaussian GLM will both tend to behave okay.

· Lastly, the difference in means is of course a very different scale than the ratios of means or geometric means. But if you consider that the mean monthly salary for the entire sample was $6,389.81, the difference in means of about $420 is about 7% of the overall mean. So all models are giving quite similar answers.
	
	Estimate
	Z
	P Value
	95% CI low
	95% CI high

	Difference in Means

	Linear
	-428.3
	-5.23
	< .0001
	-588.9
	-267.8

	Quadratic
	-428.1
	-5.25
	< .0001
	-588.1
	-268.0

	Dummy
	-447.7
	-5.45
	< .0001
	-609.0
	-286.5

	Splines
	-419.7
	-5.17
	< .0001
	-579.0
	-260.5

	Ratio of Means (Poisson)

	Linear
	0.9266
	-5.42
	< .0001
	0.9014
	0.9525

	Quadratic
	0.9280
	-5.36
	< .0001
	0.9030
	0.9537

	Dummy
	0.9244
	-5.63
	< .0001
	0.8994
	0.9500

	Splines
	0.9289
	-5.34
	< .0001
	0.9041
	0.9544

	Ratio of Means (GLM)

	Linear
	0.9227
	-5.55
	< .0001
	0.8969
	0.9493

	Quadratic
	0.9246
	-5.43
	< .0001
	0.8988
	0.9511

	Dummy
	0.9185
	-5.83
	< .0001
	0.8926
	0.9451

	Splines
	0.9245
	-5.49
	< .0001
	0.8989
	0.9508

	Ratio of Geometric Means

	Linear
	0.9347
	-5.22
	< .0001
	0.9113
	0.9587

	Quadratic
	0.9352
	-5.22
	< .0001
	0.9119
	0.9590

	Dummy
	0.9328
	-5.42
	< .0001
	0.9096
	0.9566

	Splines
	0.9363
	-5.17
	< .0001
	0.9132
	0.9600


i. In a real situation, how would choose among the alternative methods for adjusting for year of degree and starting year? 
Ans: If I were doing this analysis in a real situation, I would choose linear splines for both year of degree and starting year. This fit allows a nonlinear trend across years, but does not restrict the fit to a step function, as would be true of a dummy variable model. It is also a more flexible nonlinear fit than the quadratic; since we’re mostly interested in adjusting accurately for the effect, the best fitting model is preferred, and interpretability is less important. 
2. We are interested in making inference about the difference in the mean monthly salary paid to faculty according to the year in which faculty obtained their degree and the year in which they started at UW. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex.

a. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, not adjusted for starting year).

The association between monthly salary and year of degree, modeled as a linear continuous variable, was estimated using a linear regression model with the Huber-White sandwich estimator of the standard error. The model adjusts for degree, field, administrative duties, and sex. We estimate that for each one-year increase in the year of degree, the mean monthly salary decreases by $89.9. This is highly statistically significant (two-sided P < 0.001; T = -20.9). The 95% confidence interval suggests that our estimate is consistent with a true salary difference between $81.4 and $98.3 lower in the group hired one year later. 

b. Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, not adjusted for year of degree).

The association between monthly salary and starting year, modeled as a linear continuous variable, was estimated using a linear regression model with the Huber-White sandwich estimator of the standard error. The model adjusts for degree, field, administrative duties, and sex. We estimate that for each one-year increase in the year of degree, the mean monthly salary decreases by $56.9. This is highly statistically significant (two-sided P < 0.001; T = -12.1). The 95% confidence interval suggests that our estimate is consistent with a true salary difference between $47.6 and $66.1 lower in the group hired one year later. 

c. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, and adjusted for starting year as well as the other variables).

The association between monthly salary and year of degree, modeled as a linear continuous variable, was estimated using a linear regression model with the Huber-White sandwich estimator of the standard error. The model adjusts for starting year, degree, field, administrative duties, and sex. We estimate that for each one-year increase in the year of degree, the mean monthly salary decreases by $112.0. This is highly statistically significant (two-sided P < 0.001; T = -11.8). The 95% confidence interval suggests that our estimate is consistent with a true salary difference between $93.3 and $131 lower in the group hired one year later. 

d. Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, and adjusted for year of degree as well as the other variables).

The association between monthly salary and starting year, modeled as a linear continuous variable, was estimated using a linear regression model with the Huber-White sandwich estimator of the standard error. The model adjusts for year of degree, degree earned, field, administrative duties, and sex. We estimate that for each one-year increase in the year of degree, the mean monthly salary increases by $27.2. This is highly statistically significant (two-sided P = 0.004). The 95% confidence interval suggests that our estimate is consistent with a true salary difference between $8.68 and $45.6 higher in the group hired one year later. 
e. Briefly discuss the scientific relevance between the results obtained in parts a,b and parts c,d of this problem.
Ans: The results from parts a,b answer different questions than parts c,d in this problem. In a,b we address the questions of how the year someone started at UW and (independently) the year that they earned their degree are related to mean monthly salary; we expect that these behave fairly similarly, since most people are hired soon after their degree. We see that the people hired more recently generally have lower salaries, likely because they lack experience. In part (c) we look at differences in salary by year of degree after adjusting for starting year; this addresses the question of how monthly salary differs between two people who were hired in the same year but got their degrees in different years, which is a decent surrogate for productivity – when the University hires people who got their degrees long ago, it is usually to a higher position and with a higher salary, since they have a lot of experience. We saw a difference of $112 per year (higher salary for those whose degrees were longer ago) after adjusting for year of hiring. Similarly, in (d) we look at differences in salary by hiring year, after adjusting for year of degree. We are therefore comparing two people who got their degrees in the same year but were hired a year apart, and we estimate that the person hired later is paid slightly more ($27 per month). This is again a surrogate for productivity or skill, since the person hired later likely had more experience and more to recommend them upon being hired. 
Problems 3 – 5 ask you to fit a series of models in which you consider a hierarchy of adjusted analyses for each of three different summary measures. Your response to these problems might be best presented in a table of inference about the adjusted association between monthly salary and sex.

For the benefit of the graders, we will agree on modeling yrdeg and startyr as linear splines as computed in problem 1f.
3. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
Ans: (see table below)
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
Ans: (see table below)
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
Ans: (see table below) 
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
Ans: (see table below) 
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
Ans: (see table below) 
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit3.
Ans: (see table below; predicted values saved) 
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
Ans: (see table below)
4. We are interested in making inference about the ratio of geometric mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
Ans: (see table below)
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
Ans: (see table below)
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
Ans: (see table below)
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
Ans: (see table below)
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
Ans: (see table below)
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the geometric mean salary for each individual as fit4.
Ans: (see table below; predicted values saved)
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
Ans: (see table below)
5. We are interested in making inference about the ratio of the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995. You can use Poisson regression (with the irr option to get exponentiated parameter estimates), or you can use a generalized linear model with a log link. Stata has a regression function “glm” that allows the specification of a log link function. Hence, you can fit the regression for part a using the command
glm salary female if year==95, link(log) robust

Parameter estimates will be interpretable as the log mean (intercept) and log mean ratio (slope). (glm stands for “generalized linear model” and it includes as special cases linear regression, logistic regression, and Poisson regression. By default, it presumes the data are continuous and models the mean according to the value of the link function.)  By specifying the “eform” option, it will return the exponentiated parameter estimates.
In either case, make clear which analysis method you used.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
Ans: (see table below). Inference for this and all following parts of this question was based on the exponentiated slope parameter from the general linear model with a log link function, as demonstrated in the question description above. 
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
Ans: (see table below)
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
Ans: (see table below)
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
Ans: (see table below)
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
Ans: (see table below)
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit5.
Ans: (see table below)
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
Ans: (see table below)
Inferential results for the predictor indicating female sex, including the regression parameter estimates, T or Z statistic, two-sided P-value, and 95% confidence intervals, are reported in the table below. Both year of degree and starting year were modeled as linear splines when included in any of these regressions. 
	 
	Estimate
	T or Z
	P-value
	95% CI Lower
	95% CI Upper

	Mean Difference

	Unadjusted
	-1334.7
	-14.00
	<0.001
	-1521.2
	-1148.3

	+ degree
	-1266.2
	-13.40
	<0.001
	-1451.6
	-1080.8

	+ yrdeg
	-614.1
	-7.17
	<0.001
	-782.2
	-446.0

	+ startyr
	-614.6
	-7.06
	<0.001
	-785.3
	-443.8

	+ field
	-420.1
	-5.05
	<0.001
	-583.1
	-257.0

	+ admin
	-419.7
	-5.17
	<0.001
	-579.0
	-260.5

	+ rank
	-280.7
	-4.08
	<0.001
	-415.5
	-145.8

	Geometric Mean Ratio

	Unadjusted
	0.812
	-13.73
	<0.001
	0.788
	0.837

	+ degree
	0.820
	-13.09
	<0.001
	0.796
	0.845

	+ yrdeg
	0.909
	-6.99
	<0.001
	0.885
	0.933

	+ startyr
	0.909
	-6.98
	<0.001
	0.885
	0.933

	+ field
	0.936
	-5.06
	<0.001
	0.913
	0.960

	+ admin
	0.936
	-5.17
	<0.001
	0.913
	0.960

	+ rank
	0.957
	-4.08
	<0.001
	0.937
	0.978

	Mean Ratio

	Unadjusted
	0.802
	-13.58
	<0.001
	0.777
	0.828

	+ degree
	0.810
	-12.99
	<0.001
	0.784
	0.836

	+ yrdeg
	0.898
	-7.12
	<0.001
	0.872
	0.925

	+ startyr
	0.896
	-7.04
	<0.001
	0.869
	0.924

	+ field
	0.925
	-5.26
	<0.001
	0.899
	0.952

	+ admin
	0.924
	-5.49
	<0.001
	0.899
	0.951

	+ rank
	0.95
	-4.15
	<0.001
	0.928
	0.974


6. Briefly discuss the similarities and differences between the analyses performed in problems 3 – 5. How similar are the predicted values between the models? How different is the inference you would obtain? 
Ans: The mean ratios are smaller than the ratios of geometric means between men and women faculty in 1995 in all of the models considered. The t- or z-statistics were very similar between all three models; all of them decreased as variables were added to the model, but remained highly statistically significant even when adjusting for all variables (two-sided P < 0.001). The ratios computed were similar regardless of summary measure (mean or geometric mean). To compare the differences in means to the ratios, we can compute ratios: the overall mean monthly salary in men is $6,732. Then the difference of $1334.7 corresponds to a ratio of 80.2%, which exactly matches the mean ratio. For the adjusted models, the ratios no longer match exactly: the ratios calculated from the differences in means tend to be slightly higher than the ratios reported in the inference on ratios of means. 
A table summarizing the fitted values obtained from each model (adjusting for degree, year of degree, starting year at UW, field, administrative duties – as in part (f) of each question) is below, both stratified by gender and overall. The predicted values are very similar between the models comparing differences in means and ratios in arithmetic means; the estimates differ by $30 among females and only $7 and $2 among males and overall, respectively. The range is generally wider for the mean difference than for the ratio of means. Compared to these, the geometric mean ratio estimates a lower mean salary in each case, but the range of estimated salaries fairly closely matches the range estimated under the model that uses the ratio of arithmetic means. 
	 
	Female (N=409)
	Male (N=1188)
	Total (N=1597) 

	 
	Mean (SD) 
	Min - Max
	Mean (SD) 
	Min - Max
	Mean (SD) 
	Min - Max

	Mean Diff
	5397 (1134) 
	2836 - 9252
	6732 (1235)
	3395 - 10693
	6390 (1343)
	2836 - 10693

	GM Ratio
	5309 (989)
	3397 - 9169
	6543 (1227)
	3754 - 11284
	6227 (1289)
	3397 - 11284

	Mean Ratio 
	5367 (1025)
	3363 - 9387
	6739 (1291)
	3714 - 11590
	6388 (1367)
	3363 - 11590


7. For the analysis model that you would have chosen a priori, summarize the scientific relevance of the single model that you think would best reflect any discrimination against women in awarding salaries. Give a formal report of your methods and results.
Model choice: I would have chosen to compare the salaries of men and women using the ratio of arithmetic means, adjusting for degree, year of degree, starting year at UW, field, and administrative duties, as in Question 5f above. The ratio of means is preferred because salaries, and finance in general, operate on a multiplicative scale; raises, interest, and other monetary values are all in terms of percent increase, rather than absolute difference. We want to compare among groups that are “otherwise similar,” so including surrogate variables for experience, skill, and productivity (degree, year of degree, start year) and for duties (admin) helps adjust for those differences. Operating under the, perhaps unfounded, assumptions that men and women choose their fields based on interest rather than discrimination and that pay scale is based on need rather than gender ratios in a field, we adjust for field as well. However, we choose not to adjust for rank because it may be a means of discrimination: we can pay women less by not promoting them from assistant and associate professors to full professors. 

Methods: Distribution of salaries was compared between men and women faculty at the University of Washington. The model was adjusted for year of degree and starting year at UW by modeling these using linear splines with knots at 1960, 1965, 1970, 1975, 1980, 1985, and 1990. The model was also adjusted for field (Arts, Professional, or Other), administrative duties (binary, yes or no), and highest degree obtained (PhD, Professional degree, or Other) by modeling these with dummy variables. Quantification of association between gender and arithmetic mean monthly salary was summarized using ratios of arithmetic means, computed from a general linear model using a log link. Confidence intervals and two-sided P-values were computed using Wald statistics based on the Huber-White sandwich estimator. 
Inference: Data was available on 1597 faculty members, of whom 1188 were male and 409 were female, with overall mean salary of $6,389.81 (SD $2036.77; range $3,042-$14,464). From a general linear model with a log link, we estimate that the mean monthly salary is a relative 7.6% lower among women than among men after adjusting for highest degree obtained, year this degree was earned, starting year at UW, field of study, and administrative duties. This difference is highly statistically significant (two-sdied p-value < 0.001). Based on a 95% confidence interval, the observed differencce would not be considered unusual if the true salary of women faculty is between 4.9% and 10.1% lower than that of otherwise similar male faculty. This allows us to reject the null hypothesis of equal salary between male and female faculty in favor of a tendency towards lower salary among female faculty. That is, we suspect that there is discrimination against women in awarding salaries. 
