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a. In all parts of this problem, in addition to the year of degree and year starting at the UW, you should adjust for the highest degree obtained, field, and administrative duties. What is the best way to model the variables degree, field, and admin? Briefly justify your answer.
Ans:
I will model these variables as dummy variable. 
These variables are all unordered categorical variables. So we can first code the variables as numbers and model them as dummy variables. 
b. In all parts of this problem you should use robust standard error estimates. Briefly explain why inference based on classical linear regression (without robust SE estimates) would be incorrect. Do you think the classical linear regression inference would tend to be conservative or anti-conservative? Justify your answer.
Ans: 

The validity of inference builds on the assumption that all observations are independent for the classical regression. And also it presumes that the within group variance is the same.
For this data set, we have correlated observations (for each subject, he/she might have data for different years, those data in different years for the same subject is correlated), and also there is no reason to presume the equal variance within group. The classic model violates both of the above two assumptions. So it will be incorrect to keep using the classic model.

The classical linear regression will tend to be anti-conservative. The reported 95% CI will be too narrow for the classic regression model.
c. Model yrdeg and startyr as linear continuous variables. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)
d. Model yrdeg and startyr as quadratic continuous variables (so linear continuous plus a second order term). Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).

Ans: (See table below)
e. Model yrdeg and startyr as dummy variables for groups defined by earlier than 1960, 1960-64, 1965-69, 1970-74, 1975-79, 1980-84, 1985-89, and 1990 or later. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)
f. Model yrdeg and startyr as linear splines with knots at years 1960, 1965, 1970, 1975, 1980, 1985, and 1990. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).
Ans: (See table below)
g. Repeat parts c – f when modeling the ratio of mean salaries across sexes and when modeling the ratio of geometric mean salaries across sexes. These results can be included in the same table.)
Ans: (See table below)
h. Examine the agreement between the inference about the adjusted association between monthly salary and sex. Did the inference vary substantially across the various models?

Ans: The following table provides the regression parameter estimates for the predictor indicating female sex, its Z statistic, its two-sided P value, and its 95% CI for the alternative methods of modeling year of degree and starting year. A few comments are in order

· In all cases, the linear splines provided the best fit to the data in the sense that adding the linear splines to each of the other models proved to be statistically significant. Adding the dummy variables to the model that included the linear splines did not improve the fit. I do not recommend doing this sort of testing unless your question was about the form of the relationship (e.g., linear vs nonlinear). My point here is that the linear splines did seem to model the true relationship with salary better when I was modeling sex, field, degree, and administrative duties.
· When modeling year of degree and start year as quadratic functions, I could not statistically establish nonlinearity in the linear regression model of the difference of means. When considering ratios of means or geometric means, I could detect the nonlinearity of either the year of degree or starting year when testing them combined, but because the terms are so correlated, I could not ensure that both were nonlinear when adjusting for the other.

· When modeling year of degree and start year as dummy variables or linear splines, there tended to be statistically significant departures from linearity for each variable separately and combined.
· Note that I included the Z statistic in this table only because the results were so strikingly statistically significant, that is only through looking at the Z statistic that we can assess whether there were any substantial differences (there were not).

· Note the similarity in ratios across all methods of modeling year of degree and start years and across the summary measures (means or geometric means). 

· I provided inference about ratios of means using both Poisson regression and the generalized linear model when assuming Gaussian data with a log link. I prefer the Poisson regression, though this really only makes a big difference when looking at risk ratios with binary data. In that case, I highly recommend using Poisson regression rather than the generalized linear model with the binomial family and the log link. With means of positive continous random variables Poisson regression or the Gaussian GLM will both tend to behave okay.

· Lastly, the difference in means is of course a very different scale than the ratios of means or geometric means. But if you consider that the mean monthly salary for the entire sample was $6,389.81, the difference in means of about $420 is about 7% of the overall mean. So all models are giving quite similar answers.
	
	Estimate
	Z
	P Value
	95% CI low
	95% CI high

	Difference in Means

	Linear
	-428.3
	-5.23
	< .0001
	-588.9
	-267.8

	Quadratic
	-428.1
	-5.25
	< .0001
	-588.1
	-268.0

	Dummy
	-447.7
	-5.45
	< .0001
	-609.0
	-286.5

	Splines
	-419.7
	-5.17
	< .0001
	-579.0
	-260.5

	Ratio of Means (Poisson)

	Linear
	0.9266
	-5.42
	< .0001
	0.9014
	0.9525

	Quadratic
	0.9280
	-5.36
	< .0001
	0.9030
	0.9537

	Dummy
	0.9244
	-5.63
	< .0001
	0.8994
	0.9500

	Splines
	0.9289
	-5.34
	< .0001
	0.9041
	0.9544

	Ratio of Means (GLM)

	Linear
	0.9227
	-5.55
	< .0001
	0.8969
	0.9493

	Quadratic
	0.9246
	-5.43
	< .0001
	0.8988
	0.9511

	Dummy
	0.9185
	-5.83
	< .0001
	0.8926
	0.9451

	Splines
	0.9245
	-5.49
	< .0001
	0.8989
	0.9508

	Ratio of Geometric Means

	Linear
	0.9347
	-5.22
	< .0001
	0.9113
	0.9587

	Quadratic
	0.9352
	-5.22
	< .0001
	0.9119
	0.9590

	Dummy
	0.9328
	-5.42
	< .0001
	0.9096
	0.9566

	Splines
	0.9363
	-5.17
	< .0001
	0.9132
	0.9600


i. In a real situation, how would choose among the alternative methods for adjusting for year of degree and starting year? 
Ans:
In the real situation, we might want to model the yrdeg and startyr as linear splines and compare the difference in means of female and male. Because the linear splines gives the best fit. And when talk about the real situation, I think the absolute difference in mean salary will be easier to understood by public.

2. We are interested in making inference about the difference in the mean monthly salary paid to faculty according to the year in which faculty obtained their degree and the year in which they started at UW. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex.
	
	Estimate
	P Value
	95% CI low
	95% CI high

	Linear year of degree (a)
	-89.87
	< .0001
	-98.30
	-81.43

	After start year(c)
	-113.13
	< .0001
	-131.83
	-94.43

	Linear Starting year (b)
	-56.88
	<0.0001
	-66.13
	-47.63

	After year of degree(d)
	26.05
	0.007
	6.965
	45.13


a. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, not adjusted for starting year).
Ans:
Methods: 

The mean salary paid to faculty with different year to get the degree were compared by using a linear regression model. The year of degree is modeled as a linear continuous variable and degree, academic field, and administrative duties, sex are modeled as dummy variables. Statistical inference on the difference in mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.
Inference:

Of the 1597 subjects in the year of 1995, the mean month salary was 89.87 dollars lower with one year increase of getting a degree. Based on a 95% confidence interval, this observed difference of -89.87suggesting lower salary for the a group with 1 year more compared to the earlier to get degree group would not be judged unusual if the true difference in mean salary were anywhere  from 98.30 dollars to 81.43 dollars lower for groups with 1 year later in getting degree. We can reject the null hypothesis that there is no association between monthly salary and year of getting degree by using this model (P<0.0001).
b. Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, not adjusted for year of degree).
Ans:
Methods: 

The mean salary paid to faculty who are hired in different years were compared by using a linear regression model. The year the subject was hired is modeled as a linear continuous variable ; degree, academic field, and administrative duties, sex are modeled as dummy variables. Statistical inference on the difference in mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.
Inference:

Of the 1597 subjects in the year of 1995, the mean month salary was 56.88 dollars lower with one year increase of  being hired. Based on a 95% confidence interval, this observed difference of -56.88 suggesting lower salary for the a group who are hired one year later compared group who are hired earlier would not be judged unusual if the true difference in mean salary were anywhere  from 66.13 dollars to 47.63 dollars lower for group who are hired later. We can reject the null hypothesis that there is no association between monthly salary and year of being hired by using this model (P<0.0001).

c. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, and adjusted for starting year as well as the other variables).
Ans:
Methods: 

The mean salary paid to faculty with different year to get the degree were compared by using a linear regression model. The year of degree is modeled as a linear continuous variable and degree, academic field, and administrative duties, sex are modeled as dummy variables, the year faculty get hired is modeled as linear splins. Statistical inference on the difference in mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.
Inference:

Of the 1597 subjects in the year of 1995, the mean month salary was 113.13 dollars lower with one year increase of getting a degree. Based on a 95% confidence interval, this observed difference of -113.13 uggesting lower salary for the a group with 1 year more compared to the earlier to get degree group would not be judged unusual if the true difference in mean salary were anywhere  from 131.83 dollars to 94.43 dollars lower for groups with 1 year later in getting degree. We can reject the null hypothesis that there is no association between monthly salary and year of getting degree by using this model (P<0.0001).

d. Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, and adjusted for year of degree as well as the other variables).
Ans:
Methods: 

The mean salary paid to faculty who are hired in different years were compared by using a linear regression model. The year the subject was hired is modeled as a linear continuous variable ; degree, academic field, and administrative duties, sex are modeled as dummy variable, the year of getting a degree is modeled as a spine variable. Statistical inference on the difference in mean salary was based on the Wald  statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.
Inference:

Of the 1597 subjects in the year of 1995, the mean month salary was 26.05 dollars higher with one year increase of  being hired. Based on a 95% confidence interval, this observed difference of 26.05 suggesting lower salary for the a group who are hired one year later compared group who are hired earlier would not be judged unusual if the true difference in mean salary were anywhere  from 6.965 dollars to 45.13 dollars lower for group who are hired later. We can reject the null hypothesis that there is no association between monthly salary and year of being hired by using this model (P<0.0001).

e. Briefly discuss the scientific relevance between the results obtained in parts a,b and parts c,d of this problem.
Ans:
The models used in a.b. are unadjusted models and c, d are adjusted models. By comparing the result, after adjustment, the slope estimate change for the associations. So we can tell that starting year and year of getting degree are effect modifier to each other’s association with the monthly salary.
Problems 3 – 5 ask you to fit a series of models in which you consider a hierarchy of adjusted analyses for each of three different summary measures. Your response to these problems might be best presented in a table of inference about the adjusted association between monthly salary and sex.

For the benefit of the graders, we will agree on modeling yrdeg and startyr as linear splines as computed in problem 1f.
3. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit3.
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
Ans: 
	Difference in means

	
	Estimate
	P Value
	95% CI low
	95% CI high

	sex
	-1334.73
	<0.0001
	-1521.18
	-1148.29

	Degree
	-1266.15
	<0.0001
	-1451.56
	-1080.75

	Year of degree
	-614.43
	<0.0001
	-782.34
	-446.52

	Starting year
	-621.46
	<0.0001
	-792.13
	-450.79

	Field
	-425.43
	<0.0001
	-588.74
	-262.11

	Administrative duty
	-424.90
	<0.0001
	-584.41
	-265.38

	rank
	-286.77
	<0.0001
	-421.80
	-151.74


4. We are interested in making inference about the ratio of geometric mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the geometric mean salary for each individual as fit4.
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
Ans:
	Ratio of geometric mean

	
	Estimate
	P Value
	95% CI low
	95% CI high

	sex
	0.8120
	<0.0001
	0.7882
	0.8365

	Degree
	0.8204
	<0.0001
	0.7964
	0.8451

	Year of degree
	0.9090
	<0.0001
	0.8850
	0.9336

	Starting year
	0.9079
	
	0.8838
	0.9327

	Field
	0.9357
	<0.0001
	0.9126
	0.9594

	Administrative duty
	0.9357
	<0.0001
	0.9126
	0.9594

	rank
	0.9567
	<0.0001
	0.9369
	0.9769


5. We are interested in making inference about the ratio of the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995. You can use Poisson regression (with the irr option to get exponentiated parameter estimates), or you can use a generalized linear model with a log link. Stata has a regression function “glm” that allows the specification of a log link function. Hence, you can fit the regression for part a using the command
glm salary female if year==95, link(log) robust

Parameter estimates will be interpretable as the log mean (intercept) and log mean ratio (slope). (glm stands for “generalized linear model” and it includes as special cases linear regression, logistic regression, and Poisson regression. By default, it presumes the data are continuous and models the mean according to the value of the link function.)  By specifying the “eform” option, it will return the exponentiated parameter estimates.
In either case, make clear which analysis method you used.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit5.
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
Ans:
	Ratio of means(GLM)

	
	Estimate
	P Value
	95% CI low
	95% CI high

	sex
	0.801723
	<0.0001
	0.809741
	0.827712

	Degree
	0.809741
	<0.0001
	0.784364
	0.835939

	Year of degree
	0.89806
	<0.0001
	0.871915
	0.924989

	Starting year
	0.895303
	<0.0001
	0.868444
	0.922993

	Field
	0.923956
	<0.0001
	0.897433
	0.951262

	Administrative duty
	0.923515

	<0.0001
	0.897903

	0.949857


	rank
	0.949494
	<0.0001
	0.927001
	0.972533


6. Briefly discuss the similarities and differences between the analyses performed in problems 3 – 5. How similar are the predicted values between the models? How different is the inference you would obtain? 
Ans:
In models using the same summary measure, the trend is the same: when we are bringing in more variables, the mean salary difference between women and man become smaller (except for the administrative duty variable. ) And the with bringing in these above variables. The association between salary and sex does not change, it’s always statistically significant.
Problem 3 and 5 use the arithmetic mean salary as summary measure, 3 uses the difference in means and 5 use ratio of means, they give the exact same point estimates but the inference is not the same. For model 5, it gives narrower 95% CI.
Problem 4 and 5 uses the ratio of means, problem 5 uses arithmetic mean and 4 uses geometric mean. 5 gives a larger difference in ratio and gives a narrower 95% CI.

7. For the analysis model that you would have chosen a priori, summarize the scientific relevance of the single model that you think would best reflect any discrimination against women in awarding salaries. Give a formal report of your methods and results.
Ans:
I choose the last model in problem 3. Because I think after adjustment for other effect modifiers, it’s more accurate to give this inference. And I prefer difference in means because ratio is not very direct on the absolute difference in salary.

Methods: 

The monthly mean salary between female and male faculty were compared by using a linear regression model after adjustment for degree, the year they get the degree, their starting year, their academic field, the administrative duties and the rank. The year of degree is modeled as a linear continuous variable and degree, academic field, and administrative duties, sex are modeled as dummy variables, the year faculty get hired and the year they get the degree are modeled as linear splines. Statistical inference on the difference in mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.
Inference:

Of the 1597 subjects in the year of 1995, the mean month salary of women was 286.77 dollars lower then men. Based on a 95% confidence interval, this observed difference of --286.77 suggesting lower salary for female faculty members compared male faculty members would not be judged unusual if the true difference in mean salary were anywhere  from 421.80 dollars to 151.74 dollars lower than males. We can reject the null hypothesis that there is no association between monthly salary and year of getting degree by using this model (P<0.0001).


