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1. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995. In this problem, we focus on alternative modeling of the variables yrdeg and startyr. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex. (Note that I have provided answers to all parts of this problem except parts a, b and i, which you should answer.)
a. In all parts of this problem, in addition to the year of degree and year starting at the UW, you should adjust for the highest degree obtained, field, and administrative duties. What is the best way to model the variables degree, field, and admin? Briefly justify your answer.
These are all nominal variables. Admin is essentially an indicator variable indicating yes or no to the presence of administrative duties.  This can therefore simply be modeled as a binary variable. Field and degree are an unordered categorical variable.  This should ideally be modeled as a dummy variable, with comparisons made between each of the categories referenced (arts, professional, other, PhD professional other) to maintain saturation. 

b. In all parts of this problem you should use robust standard error estimates. Briefly explain why inference based on classical linear regression (without robust SE estimates) would be incorrect. Do you think the classical linear regression inference would tend to be conservative or anti-conservative? Justify your answer.
Classical linear regression will assume equal variances across groups, which would be erroneous in this circumstance.  It will tend to be anticonservative, as it will tend to underestimate the SE across groups.  Year of degree appears fairly homoscedastic and starting year appears to have decreasing variance in later years.  Therefore assuming homoscedasticity when in fact heteroscedasticity is the case would be conservative. 
c. Model yrdeg and startyr as linear continuous variables. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)
d. Model yrdeg and startyr as quadratic continuous variables (so linear continuous plus a second order term). Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).

Ans: (See table below)
e. Model yrdeg and startyr as dummy variables for groups defined by earlier than 1960, 1960-64, 1965-69, 1970-74, 1975-79, 1980-84, 1985-89, and 1990 or later. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)
f. Model yrdeg and startyr as linear splines with knots at years 1960, 1965, 1970, 1975, 1980, 1985, and 1990. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).
Ans: (See table below)
g. Repeat parts c – f when modeling the ratio of mean salaries across sexes and when modeling the ratio of geometric mean salaries across sexes. These results can be included in the same table.)
Ans: (See table below)
h. Examine the agreement between the inference about the adjusted association between monthly salary and sex. Did the inference vary substantially across the various models?

Ans: The following table provides the regression parameter estimates for the predictor indicating female sex, its Z statistic, its two-sided P value, and its 95% CI for the alternative methods of modeling year of degree and starting year. A few comments are in order

· In all cases, the linear splines provided the best fit to the data in the sense that adding the linear splines to each of the other models proved to be statistically significant. Adding the dummy variables to the model that included the linear splines did not improve the fit. I do not recommend doing this sort of testing unless your question was about the form of the relationship (e.g., linear vs nonlinear). My point here is that the linear splines did seem to model the true relationship with salary better when I was modeling sex, field, degree, and administrative duties.
· When modeling year of degree and start year as quadratic functions, I could not statistically establish nonlinearity in the linear regression model of the difference of means. When considering ratios of means or geometric means, I could detect the nonlinearity of either the year of degree or starting year when testing them combined, but because the terms are so correlated, I could not ensure that both were nonlinear when adjusting for the other.

· When modeling year of degree and start year as dummy variables or linear splines, there tended to be statistically significant departures from linearity for each variable separately and combined.
· Note that I included the Z statistic in this table only because the results were so strikingly statistically significant, that is only through looking at the Z statistic that we can assess whether there were any substantial differences (there were not).

· Note the similarity in ratios across all methods of modeling year of degree and start years and across the summary measures (means or geometric means). 

· I provided inference about ratios of means using both Poisson regression and the generalized linear model when assuming Gaussian data with a log link. I prefer the Poisson regression, though this really only makes a big difference when looking at risk ratios with binary data. In that case, I highly recommend using Poisson regression rather than the generalized linear model with the binomial family and the log link. With means of positive continous random variables Poisson regression or the Gaussian GLM will both tend to behave okay.

· Lastly, the difference in means is of course a very different scale than the ratios of means or geometric means. But if you consider that the mean monthly salary for the entire sample was $6,389.81, the difference in means of about $420 is about 7% of the overall mean. So all models are giving quite similar answers.
	
	Estimate
	Z
	P Value
	95% CI low
	95% CI high

	Difference in Means

	Linear
	-428.3
	-5.23
	< .0001
	-588.9
	-267.8

	Quadratic
	-428.1
	-5.25
	< .0001
	-588.1
	-268.0

	Dummy
	-447.7
	-5.45
	< .0001
	-609.0
	-286.5

	Splines
	-419.7
	-5.17
	< .0001
	-579.0
	-260.5

	Ratio of Means (Poisson)

	Linear
	0.9266
	-5.42
	< .0001
	0.9014
	0.9525

	Quadratic
	0.9280
	-5.36
	< .0001
	0.9030
	0.9537

	Dummy
	0.9244
	-5.63
	< .0001
	0.8994
	0.9500

	Splines
	0.9289
	-5.34
	< .0001
	0.9041
	0.9544

	Ratio of Means (GLM)

	Linear
	0.9227
	-5.55
	< .0001
	0.8969
	0.9493

	Quadratic
	0.9246
	-5.43
	< .0001
	0.8988
	0.9511

	Dummy
	0.9185
	-5.83
	< .0001
	0.8926
	0.9451

	Splines
	0.9245
	-5.49
	< .0001
	0.8989
	0.9508

	Ratio of Geometric Means

	Linear
	0.9347
	-5.22
	< .0001
	0.9113
	0.9587

	Quadratic
	0.9352
	-5.22
	< .0001
	0.9119
	0.9590

	Dummy
	0.9328
	-5.42
	< .0001
	0.9096
	0.9566

	Splines
	0.9363
	-5.17
	< .0001
	0.9132
	0.9600


i. In a real situation, how would choose among the alternative methods for adjusting for year of degree and starting year? 
I would a priori assess have chosen the continuous linear model.  While there may be reason to assume that the true relationship between year of degree and salary and starting year and salary are nonlinear, there is not sufficient evidence to assume it is U-shaped. Dummy variables would not be an appropriate way to model these continuous variables, and would sacrifice a significant amount of information. Spline modeling would be a reasonable choice to allow for some non-linearity, however can be difficult from an interpretability standpoint, and for a confounder may not add much precision to the estimates. Therefore, I would have used simple linear modeling.  
2. We are interested in making inference about the difference in the mean monthly salary paid to faculty according to the year in which faculty obtained their degree and the year in which they started at UW. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex. 
Degree is binary PHD/other, sex is indicator 0 male, 1 female. admin is indicator 0 none 1 yes. field is unordered categorical, other professional arts. 

a. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, not adjusted for starting year).

I performed linear regression of monthly salary as a continuous outcome and year of degree as a predictor of interest, also adjusting for potential confounders of degree obtained, sex, administrative duties, and field, modeled as a dummy variable.   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in monthly salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  
1597 subjects were analyzed. When comparing two groups that differ by one year later when degree was  obtained, but being otherwise similar in terms of sex, type of degree obtained, administrative duties and field, we find that the average monthly salary is $88.81 less, with 95% CI of [-97.12, -80.50.  These results are atypical of what we would expect if there is no difference in the monthly salary by year that degree was obtained in subjects otherwise similar for the above variables, with p<0.001. 
b.  Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, not adjusted for year of degree). 
I performed linear regression of monthly salary as a continuous outcome and starting year as a predictor of interest, also adjusting for potential confounders of degree obtained, sex, administrative duties, and field, modeled as a dummy variable.   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in mean monthly salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  
1597 subjects were analyzed. When comparing two groups that differ by one year later when starting work at the university, but being otherwise similar in terms of sex, type of degree obtained, administrative duties and field, we find that the average monthly salary is $56.84 less, with 95% CI of [66.10, 47.58].  These results are atypical of what we would expect if there is no difference in the monthly salary by year that degree was obtained in subjects otherwise similar for the above variables, with p<0.001. 
c. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, and adjusted for starting year as well as the other variables).

I performed linear regression of monthly salary as a continuous outcome and year of degree as a predictor of interest, also adjusting for potential confounders of degree obtained, sex, administrative duties, and field, and additionally adjusting for starting year   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in monthly salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  
1597 subjects were analyzed. When comparing two groups that differ by one year later when obtaining a degree, but being otherwise similar in terms of starting year, sex, type of degree obtained, administrative duties and field, we find that the average monthly salary is $107.94 less, with 95% CI of [-125.82, -90.06]. These results are atypical of what we would expect if there is no difference in the monthly salary by year that degree was obtained in subjects otherwise similar for the above variables, with p<0.001.
d. Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, and adjusted for year of degree as well as the other variables).

I performed linear regression of monthly salary as a continuous outcome and starting year as a continuous predictor of interest, also adjusting for potential confounders of year degree obtained, type of degree obtained, sex, administrative duties, and field, and additionally adjusting for starting year   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Note that this is the same analysis as part c, but examining different slope parameters. 

1597 subjects were analyzed. When comparing two groups that differ by one year later when starting work, but being otherwise similar in terms of starting year, sex, type of degree obtained, administrative duties and field, we find that the average monthly salary is $24.07 greater, with 95% CI of [6.13, 42.01]. These results are atypical of what we would expect if there is no difference in the monthly salary by starting year in subjects otherwise similar for the above variables, with p=0.009.
e. Briefly discuss the scientific relevance between the results obtained in parts a,b and parts c,d of this problem.
The analyses in parts a and b are two different adjusted analyses examining the effect of two continuous predictors, starting year and year that degree was obtained,  on monthly salary, holding constant the other variables for adjustment (sex, degree, field).  Starting year reflects years of experience at the UW, whereas year of degree reflects overall years of experience since completing graduate school. These analyses suggest that there is significant correlation between the effect that starting year and year of degree have on salary. 
The analyses in parts c and d are adjusted analyses examining the effect of two different continuous predictors, starting year and year that degree was obtained, on monthly salary, holding constant the other variables for adjustment, and now also adjusted for each other.  These models are actually the same model, and we are simply assessing two different slope parameters.  Scientifically, model C is assessing monthly salary predicted by year of degree, adjusted for sex, field, and start year at the UW.  It should reflect the effect of overall experience since graduate school, also adjusted for experience in the UW system, and suggests that for each year later since obtaining a degree, the monthly salary is lower in otherwise matched subjects.  Model D is assessing monthly salary predicted by starting year at the UW, adjusted for sex, field, and year of degree.  This reflects that for subjects otherwise matched and with the same year of degree obtained, for each year later that they started at the UW, their monthly salary is on average slightly higher, suggesting that there is an increase in salary based on more years of experience prior to starting at UW. 
Problems 3 – 5 ask you to fit a series of models in which you consider a hierarchy of adjusted analyses for each of three different summary measures. Your response to these problems might be best presented in a table of inference about the adjusted association between monthly salary and sex.

For the benefit of the graders, we will agree on modeling yrdeg and startyr as linear splines as computed in problem 1f.
3. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
I used linear regression to model monthly salary as outcome, with sex as a predictor of interest. The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  

1597 subjects were analyzed. When comparing groups that differ only by sex, we find that the average monthly salary is $1334.73 less, with 95% CI of [1521.18, 1148.29]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.

b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
I used linear regression to model monthly salary as outcome, with sex as a predictor of interest, adjusted for type of degree. The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  

1597 subjects were analyzed. When comparing groups that differ by sex, with similar degree obtained, we find that the average monthly salary is $1262.20 less for women, with 95% CI of [1448.02, 1076.37]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex in groups with similar degrees, with p<0.001. 
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
I used linear regression to model monthly salary as outcome, with sex as a predictor of interest, adjusted for type of degree and year of degree obtained.  Year of degree was modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  

1597 subjects were analyzed. When comparing groups that differ by sex, with similar degree obtained and year degree was awarded, we find that the average monthly salary is $629.75 less for women, with 95% CI of [798.06, 461.43]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex in groups with similar degrees, with p<0.001. 
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
I used linear regression to model monthly salary as outcome, with sex as a predictor of interest, adjusted for type of degree, year the subject started work, and year of degree obtained.  Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  

1597 subjects were analyzed. When comparing groups that differ by sex, with similar degree obtained, start year, and year degree was awarded, we find that the average monthly salary is $637.50 less for women, with 95% CI of [808.01, 466.99]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex in groups with similar degrees, with p<0.001. 
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
I used linear regression to model monthly salary as outcome, with sex as a predictor of interest, adjusted for type of degree, year the subject started work, and year of degree obtained, and field modeled as a dummy variable.  Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  

1597 subjects were analyzed. When comparing groups that differ by sex, with similar field, degree obtained, start year, and year degree was awarded, we find that the average monthly salary is $433.29 less for women, with 95% CI of [596.62, 269.96]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex in groups with similar degrees, with p<0.001. 
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit3.
I used linear regression to model monthly salary as outcome, with sex as a predictor of interest, adjusted for type of administrative duties, degree, year the subject started work, and year of degree obtained, and field modeled as a dummy variable.  Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  

1597 subjects were analyzed. When comparing groups that differ by sex, with similar administrative duties, field, degree obtained, start year, and year degree was awarded, we find that the average monthly salary is $435.49 less for women, with 95% CI of [594.87, 276.11]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex in groups with similar degrees, with p<0.001. 
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
I used linear regression to model monthly salary as outcome, with sex as a predictor of interest, adjusted for rank, type of administrative duties, degree, year the subject started work, and year of degree obtained, and field modeled as a dummy variable.  Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the difference in salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  

1597 subjects were analyzed. When comparing groups that differ by sex, with similar rank, administrative duties, field, degree obtained, start year, and year degree was awarded, we find that the average monthly salary is $278.11 less for women, with 95% CI of [415.07, 141.16]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex in groups with similar degrees, with p=0.001. Note that the SE for the adjusted slope is smaller than the unadjusted (69.82 vs 111.92) suggesting that there is added precision with the adjusted model. 
4. We are interested in making inference about the ratio of geometric mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
I generated a variable for the log of salary, in order to model the outcome as a geometric mean. I used linear regression to model log monthly salary as outcome, with sex as a predictor of interest. The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of geometric mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Slope parameter and 95% CIs were exponentiated and subtracted from 1 to obtain the percent difference in salary. 
1597 subjects were analyzed. See table below for estimates and inference. 
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
I generated a variable for the log of salary, in order to model the outcome as a geometric mean. I used linear regression to model log monthly salary as outcome, with sex as a predictor of interest, adjusted for type of degree. The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of geometric mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Slope parameter and 95% CIs were exponentiated and subtracted from 1 to obtain the percent difference in salary. 

1597 subjects were analyzed. See below for inference.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
I generated a variable for the log of salary, in order to model the outcome as a geometric mean. I used linear regression to model log monthly salary as outcome, with sex as a predictor of interest, adjusted for year of degree and degree. Year of degree was modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of geometric mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Slope parameter and 95% CIs were exponentiated and subtracted from 1 to obtain the percent difference in salary. 

1597 subjects were analyzed. See below for inference.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
I generated a variable for the log of salary, in order to model the outcome as a geometric mean. I used linear regression to model log monthly salary as outcome, with sex as a predictor of interest, adjusted for start year,  year of degree and degree. Start year and year of degree were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of geometric mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Slope parameter and 95% CIs were exponentiated and subtracted from 1 to obtain the percent difference in salary. 
1597 subjects were analyzed. See below for estimates and inference. 
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
I generated a variable for the log of salary, in order to model the outcome as a geometric mean. I used linear regression to model log monthly salary as outcome, with sex as a predictor of interest, adjusted for field, modeled as dummy variables, start year,  year of degree and degree. Start year and year of degree were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of geometric mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Slope parameter and 95% CIs were exponentiated and subtracted from 1 to obtain the percent difference in salary. 
1597 subjects were analyzed. See below for inference and estimates.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the geometric mean salary for each individual as fit4
I generated a variable for the log of salary, in order to model the outcome as a geometric mean. I used linear regression to model log monthly salary as outcome, with sex as a predictor of interest, adjusted for administrative duties, field, modeled as a dummy variable, start year,  year of degree and degree. Start year and year of degree were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of geometric mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Slope parameter and 95% CIs were exponentiated and subtracted from 1 to obtain the percent difference in salary. 
1597 subjects were analyzed. See below for inference and estimates. 
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank. 
I generated a variable for the log of salary, in order to model the outcome as a geometric mean. I used linear regression to model log monthly salary as outcome, with sex as a predictor of interest, adjusted for rank, administrative duties, field, modeled as a dummy variable, start year,  year of degree and degree. Start year and year of degree were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.   The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of geometric mean salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates. Slope parameter and 95% CIs were exponentiated and subtracted from 1 to obtain the percent difference in salary. 
1597 subjects were analyzed. See below for inference and estimates.  
5. We are interested in making inference about the ratio of the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995. You can use Poisson regression (with the irr option to get exponentiated parameter estimates), or you can use a generalized linear model with a log link. Stata has a regression function “glm” that allows the specification of a log link function. Hence, you can fit the regression for part a using the command
glm salary female if year==95, link(log) robust

Parameter estimates will be interpretable as the log mean (intercept) and log mean ratio (slope). (glm stands for “generalized linear model” and it includes as special cases linear regression, logistic regression, and Poisson regression. By default, it presumes the data are continuous and models the mean according to the value of the link function.)  By specifying the “eform” option, it will return the exponentiated parameter estimates.
In either case, make clear which analysis method you used.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
I used poisson regression to model the ratio of monthly salary in women versus men as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio. The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of  salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, we find that the average monthly salary in women is 20.8% less, with 95% CI of [22.3, 17.2]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
I used poisson regression to model the ratio of monthly salary in women versus men as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio. The model was adjusted for degree obtained. The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of  salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, we find that the average monthly salary in women is 18.9% less, with 95% CI of [21.5, 16.3]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
I used poisson regression to model the ratio of monthly salary as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio. The model was adjusted for degree, and year of degree obtained. Year of degree was modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of  salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, with adjustment for degree and year of degree, we find that the average monthly salary in women is 10.2% less, with 95% CI of [12.8, 7.6]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
I used poisson regression to model the ratio of monthly salary as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio. The model was adjusted for degree, start year, and year of degree obtained. Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of  salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, with adjustment for degree and year of degree, we find that the average monthly salary in women is 10.3% less, with 95% CI of [12.9, 7.7]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
I used poisson regression to model the ratio of monthly salary as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio. The model was adjusted for field, modeled as a dummy variable, degree, start year, and year of degree obtained. Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of  salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, with adjustment for degree, field, start year, and year of degree, we find that the average monthly salary in women is 7.4% less, with 95% CI of [9.9, 4.8]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit5.
I used poisson regression to model the ratio of monthly salary as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio. The model was adjusted for administrative duties, field, modeled as a dummy variable, degree, start year, and year of degree obtained. Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of  salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, with adjustment for administrative duties, degree, field, start year, and year of degree, we find that the average monthly salary in women is 7.4% less, with 95% CI of [9.9, 4.9]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
I used poisson regression to model the ratio of monthly salary as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio. The model was adjusted for rank, administrative duties, field, modeled as a dummy variable, degree, start year, and year of degree obtained. Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of  salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, with adjustment for rank, administrative duties, degree, field, start year, and year of degree, we find that the average monthly salary in women is 4.9% less, with 95% CI of [7.1, 2.7]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001.
Table 1: Difference in Monthly Salary between Women and Men in 1995: 
	Linear Regression
	Difference of Means ($)
	SE
	Z statistic
	P value
	95% CI

	Unadjusted
	-1334.73
	95.05
	-14.04
	0.000
	-1521.77
	-1148.29

	Adjusted for Degree
	-1262.20
	94.74
	-13.32
	0.000
	-1448.02
	-1076.37

	Degree, year of degree
	-629.75
	85.81
	-7.34
	0.000
	-798.06
	-461.44

	Degree year of degree, start year
	-637.50
	86.93
	-7.33
	0.000
	-808.01
	-467.00

	Degree, year of degree, start year, field
	-433.29
	83.27
	-5.20
	0.000
	-596.62
	-269.96

	Degree, year of degree, start year, field, admin
	-435.49
	81.25
	-5.36
	0.000
	-594.87
	-276.11

	Degree, year of degree, start year, field, admin, rank
	-278.11
	69.82
	-3.98
	0.000
	-415.07
	-141.16

	 
	 
	 
	 
	 
	 
	 

	Geometric Means
	Difference in Ratio of Geometric Means
	 
	 
	 
	 
	 

	Unadjusted
	-0.188
	0.015
	-13.73
	0.000
	-0.212
	-0.163

	Adjusted for Degree
	-0.179
	0.015
	-13.02
	0.000
	-0.203
	-0.154

	Degree, year of degree
	-0.093
	0.014
	-7.15
	0.000
	-0.117
	-0.069

	Degree year of degree, start year
	-0.094
	0.014
	-7.21
	0.000
	-0.118
	-0.069

	Degree, year of degree, start year, field
	-0.065
	0.013
	-5.18
	0.000
	-0.089
	-0.041

	Degree, year of degree, start year, field, admin
	-0.066
	0.013
	-5.32
	0.000
	-0.089
	-0.042

	Degree, year of degree, start year, field, admin, rank
	-0.042
	0.011
	-3.96
	0.000
	-0.062
	-0.021

	 
	 
	 
	 
	 
	 
	 

	Poisson Regression
	Difference in Ratio of Means
	 
	 
	 
	 
	 

	Unadjusted
	-0.198
	0.013
	-13.58
	0.000
	-0.223
	-0.172

	Adjusted for Degree
	-0.189
	0.013
	-12.94
	0.000
	-0.215
	-0.163

	Degree, year of degree
	-0.102
	0.013
	-7.30
	0.000
	-0.128
	-0.076

	Degree year of degree, start year
	-0.103
	0.013
	-7.32
	0.000
	-0.129
	-0.077

	Degree, year of degree, start year, field
	-0.074
	0.013
	-5.42
	0.000
	-0.099
	-0.048

	Degree, year of degree, start year, field, admin
	-0.074
	0.013
	-5.58
	0.000
	-0.099
	-0.049

	Degree, year of degree, start year, field, admin, rank
	-0.049
	0.011
	-4.30
	0.000
	-0.071
	-0.027


Overall, each variable added to the adjusted model decreased the estimate of difference of mean salary between men and women, with the exception of the addition of start year.  This was anticipated due to the findings in problem two indicating the slight increase in salary based on starting year after adjustment for year of degree.  The greatest drop in the estimate of mean difference in salary was seen after adjustment for year of degree (ex: dropping from 18.9 % difference in the ratio of means to 10.2% difference after adjustment for year of degree) and rank (ex: dropping from 7.4% difference in the ratio of means to 4.9% after adjustment for rank).   There was little effect on any of the models 
Inference was the same for all models, with all models indicating a highly statistically significant difference between women’s and men’s salaries, with women always having the lower salary.  

6. Briefly discuss the similarities and differences between the analyses performed in problems 3 – 5. How similar are the predicted values between the models? How different is the inference you would obtain? 

Overall, the inference is the same for all the models.  While obviously the reported scales are different, changes in the difference in salary/difference in ratio of salaries are very similar after each variable of adjustment for potential confounders.  The magnitude of the models themselves are very similar.  For example, assessing the difference in the ratio of means versus the difference in means, when we apply the multiplicative scale to the mean monthly salary for males in the unadjusted model, we get 0.198 * $6731=1332.73, which is almost exactly the estimate seen in the linear regression model. Within the variation expected due to the use of geometric means, the magnitude of the differences observed is the same for the values from question 4 in comparison to the other models. 

The predicted values are again very similar, with a wider range observed for the linear model and geometric mean model, and a narrower range observed for the poisson regression. 
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7. For the analysis model that you would have chosen a priori, summarize the scientific relevance of the single model that you think would best reflect any discrimination against women in awarding salaries. Give a formal report of your methods and results.
I would a priori have chosen a multiplicative model, in this case the Poisson regression model, as I do not see a distinct advantage to using geometric means in this circumstance as wide outliers are not expected. I would have adjusted for all the variables not including rank and administrative duties, as these two variables likely reflect mechanisms of discrimination by lack of promotion rather than true confounders. 

I used poisson regression to model the ratio of monthly salary as the outcome, with sex as a predictor of interest, exponentiated to yield the ratio of female to male salaries. The model was adjusted for field, modeled as a dummy variable, degree, start year, and year of degree obtained. Year of degree and start year were modeled as linear splines, with knots at 1960, 1965, 1970, 1975, 1980, 1985, 1990, and 1995.  The year of analysis was limited to 1995 to limit to a single observation per subject. Statistical inference on the ratio of salary was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for linear regression parameter estimates.  Ratio was subtracted from one to obtain the difference in percentage between groups. 
1597 subjects were analyzed. When comparing groups that differ only by sex, with adjustment for degree, field, start year, and year of degree, we find that the average monthly salary for women is 7.4% less, with 95% CI of [9.9, 4.8]. These results are atypical of what we would expect if there is no difference in the monthly salary by sex, with p<0.001, and support a hypothesis of discrimination in salary against women at this time point. 
