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Written problems: To be submitted as a MS-Word compatible file to the class Catalyst dropbox by 9:30 am on Friday, March 7, 2014. See the instructions for peer grading of the homework that are posted on the web pages. 
On this (as all homeworks) Stata / R code and unedited Stata / R  output is TOTALLY unacceptable. Instead, prepare a table of statistics gleaned from the Stata output. The table should be appropriate for inclusion in a scientific report, with all statistics rounded to a reasonable number of significant digits. (I am interested in how statistics are used to answer the scientific question.)

Unless explicitly told otherwise in the statement of the problem, in all problems requesting “statistical analyses” (either descriptive or inferential), you should present both

· Methods: A brief sentence or paragraph describing the statistical methods you used. This should be using wording suitable for a scientific journal, though it might be a little more detailed. A reader should be able to reproduce your analysis. DO NOT PROVIDE Stata OR R CODE.

· Inference: A paragraph providing full statistical inference in answer to the question. Please see the supplementary document relating to “Reporting Associations” for details.

All problems refer to the salary dataset as found on the class web pages. This is a very large file, so you need to make sure you have sufficient memory available when you start Stata. Also, it is probably most convenient if you code the variables as numbers, and use labels to make them more understandable. The following file on the Datasets web pages contains commands you might find useful.

http://www.emersonstatistics.com/datasets/initsalary.doc
1. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995. In this problem, we focus on alternative modeling of the variables yrdeg and startyr. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex. (Note that I have provided answers to all parts of this problem except parts a, b and i, which you should answer.)
a. In all parts of this problem, in addition to the year of degree and year starting at the UW, you should adjust for the highest degree obtained, field, and administrative duties. What is the best way to model the variables degree, field, and admin? Briefly justify your answer.
Degree is an unordered categorical variable, so it doing splines or anything like that would imply that there is some sort of hierarchy. As a result it would be best to model the variables as dummy variables

Field is similarly an unordered categorical variable, so it would be best to model the variables as dummy variables. 

Admin is a binary variable -- a good way to model the variable would probably be to have it be a dummy variable as well.
b. In all parts of this problem you should use robust standard error estimates. Briefly explain why inference based on classical linear regression (without robust SE estimates) would be incorrect. Do you think the classical linear regression inference would tend to be conservative or anti-conservative? Justify your answer.
We need to allow for heteroscadasicity across groups. For example, not all people who graduated from the same year will have the same start year. It varies a lot. The classical linear regression without robust SE estimates would result in large variance, so it would be an anti-conservative inference.  

c. Model yrdeg and startyr as linear continuous variables. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)
d. Model yrdeg and startyr as quadratic continuous variables (so linear continuous plus a second order term). Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).

Ans: (See table below)
e. Model yrdeg and startyr as dummy variables for groups defined by earlier than 1960, 1960-64, 1965-69, 1970-74, 1975-79, 1980-84, 1985-89, and 1990 or later. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient). 
Ans: (See table below)
f. Model yrdeg and startyr as linear splines with knots at years 1960, 1965, 1970, 1975, 1980, 1985, and 1990. Report the inference you would make for the difference in mean salaries for men and women (a table of the results for parts c, d, e, f, and g will be sufficient).
Ans: (See table below)
g. Repeat parts c – f when modeling the ratio of mean salaries across sexes and when modeling the ratio of geometric mean salaries across sexes. These results can be included in the same table.)
Ans: (See table below)
h. Examine the agreement between the inference about the adjusted association between monthly salary and sex. Did the inference vary substantially across the various models?

Ans: The following table provides the regression parameter estimates for the predictor indicating female sex, its Z statistic, its two-sided P value, and its 95% CI for the alternative methods of modeling year of degree and starting year. A few comments are in order

· In all cases, the linear splines provided the best fit to the data in the sense that adding the linear splines to each of the other models proved to be statistically significant. Adding the dummy variables to the model that included the linear splines did not improve the fit. I do not recommend doing this sort of testing unless your question was about the form of the relationship (e.g., linear vs nonlinear). My point here is that the linear splines did seem to model the true relationship with salary better when I was modeling sex, field, degree, and administrative duties.
· When modeling year of degree and start year as quadratic functions, I could not statistically establish nonlinearity in the linear regression model of the difference of means. When considering ratios of means or geometric means, I could detect the nonlinearity of either the year of degree or starting year when testing them combined, but because the terms are so correlated, I could not ensure that both were nonlinear when adjusting for the other.

· When modeling year of degree and start year as dummy variables or linear splines, there tended to be statistically significant departures from linearity for each variable separately and combined.
· Note that I included the Z statistic in this table only because the results were so strikingly statistically significant, that is only through looking at the Z statistic that we can assess whether there were any substantial differences (there were not).

· Note the similarity in ratios across all methods of modeling year of degree and start years and across the summary measures (means or geometric means). 

· I provided inference about ratios of means using both Poisson regression and the generalized linear model when assuming Gaussian data with a log link. I prefer the Poisson regression, though this really only makes a big difference when looking at risk ratios with binary data. In that case, I highly recommend using Poisson regression rather than the generalized linear model with the binomial family and the log link. With means of positive continous random variables Poisson regression or the Gaussian GLM will both tend to behave okay.

· Lastly, the difference in means is of course a very different scale than the ratios of means or geometric means. But if you consider that the mean monthly salary for the entire sample was $6,389.81, the difference in means of about $420 is about 7% of the overall mean. So all models are giving quite similar answers.
	
	Estimate
	Z
	P Value
	95% CI low
	95% CI high

	Difference in Means

	Linear
	-428.3
	-5.23
	< .0001
	-588.9
	-267.8

	Quadratic
	-428.1
	-5.25
	< .0001
	-588.1
	-268.0

	Dummy
	-447.7
	-5.45
	< .0001
	-609.0
	-286.5

	Splines
	-419.7
	-5.17
	< .0001
	-579.0
	-260.5

	Ratio of Means (Poisson)

	Linear
	0.9266
	-5.42
	< .0001
	0.9014
	0.9525

	Quadratic
	0.9280
	-5.36
	< .0001
	0.9030
	0.9537

	Dummy
	0.9244
	-5.63
	< .0001
	0.8994
	0.9500

	Splines
	0.9289
	-5.34
	< .0001
	0.9041
	0.9544

	Ratio of Means (GLM)

	Linear
	0.9227
	-5.55
	< .0001
	0.8969
	0.9493

	Quadratic
	0.9246
	-5.43
	< .0001
	0.8988
	0.9511

	Dummy
	0.9185
	-5.83
	< .0001
	0.8926
	0.9451

	Splines
	0.9245
	-5.49
	< .0001
	0.8989
	0.9508

	Ratio of Geometric Means

	Linear
	0.9347
	-5.22
	< .0001
	0.9113
	0.9587

	Quadratic
	0.9352
	-5.22
	< .0001
	0.9119
	0.9590

	Dummy
	0.9328
	-5.42
	< .0001
	0.9096
	0.9566

	Splines
	0.9363
	-5.17
	< .0001
	0.9132
	0.9600


i. In a real situation, how would choose among the alternative methods for adjusting for year of degree and starting year? 
In a real situation, we would be choosing a priori the test, instead of doing multiple redundant tests. Degree is an unordered categorical variable, because while other would be ranked lower than PhD or Prof degrees, we cannot order those two. As a result linear and spline tests do not make sense. Quadratic would be if there was an a priori assumption that there is a non linear relationship, perhaps cubic for example, and there is no such prior-knowledge-based assumption for these two variables. As a result, the best method would have to be a dummy model. 
2. We are interested in making inference about the difference in the mean monthly salary paid to faculty according to the year in which faculty obtained their degree and the year in which they started at UW. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex.

a. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, not adjusted for starting year).

b. Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, not adjusted for year of degree).

c. Provide inference about the adjusted association between monthly salary and year of degree (modeled as a linear continuous variable, and adjusted for starting year as well as the other variables).

d. Provide inference about the adjusted association between monthly salary and starting year (modeled as a linear continuous variable, and adjusted for year of degree as well as the other variables).

Associations between monthly salary and X variable via difference in means 

*also adjusted for degree, field, admin duties, female

	
	Estimate
	Z
	Pvalue
	95%CI low
	95%CI high 

	Year of Degree Only
	-100.472
	-22.48
	<0.001
	-109.2396
	-91.705

	Starting Year Only
	-70.019
	-14.12
	<0.001
	-79.743
	-60.295

	Year of Degree, adjusted for starting year*
	-111.961
	-11.79
	<0.001
	-130.580
	-93.342

	Starting year, adjusted for Year of degree*
	27.153
	2.88
	0.004
	8.68
	45.627


e. Briefly discuss the scientific relevance between the results obtained in parts a,b and parts c,d of this problem.
The interpretation of the startyr and yrdeg covariates in relation to salary relies on the fact that the two variables can be considered extremely similar to the other. One can suspect that the two variables will have a high pearson’s correlation compared to each other.  While their coefficients are not the same unadjusted and adjusted, unadjusted, professsors with a later year of degree will be paid on average $100.47(Pvalue<0.001 95%CI -109.24 0 -91.71)  less than their counterparts who were hired who had an earlier year of degree completion. However, when adjusted for starting year, given two hirees who started in the same year, the one with a later year of degree completion will on average earn $111.96 (Pvalue <0.001, 95% CI -130.58-.93.34) less than their colleague who had an earlier degree completion

Unadjusted, professors who started at the university later will on average be paid $70.02 (Pvalue <0.001, 95%CI  -79.74 to -60.30) less than their counter parts who had a later start year. Given two hirees who both got their degrees in the same year, the those who were hired later were on average earning $27.15(pvalue =0.004, 95%CI (8.68 – 45.63)  more than their counterparts. This has scientific revelence because they may be hired after years of experience from another department or another university, thus why they earn more. For example they could be hired as a chair of a department and be earning more than someone who worked up to eventually become full professor within the university. 
Problems 3 – 5 ask you to fit a series of models in which you consider a hierarchy of adjusted analyses for each of three different summary measures. Your response to these problems might be best presented in a table of inference about the adjusted association between monthly salary and sex.

For the benefit of the graders, we will agree on modeling yrdeg and startyr as linear splines as computed in problem 1f.
3. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit3.
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
	
	Estimate (difference of means)
	Z
	Pvalue
	95%CI low
	95%CI high

	Unadjusted, sex only
	-1334. 73
	-14.04
	<0.001
	-1521.18
	-1148.29

	Sex, adjusted for degree
	-1262.20
	-13.32
	<0.001
	-1448.02
	-1076.37

	Sex, adjusted for degree and year of degree
	-627.93
	-7.31
	<0.001
	-796.32
	-459.54

	Sex, adjusted for degree, year of degree and starting year
	-643.35
	-7.37
	<0.001
	-814.50
	-472.20

	Sex, adjusted for degree, year of degree, starting year at UW, and field
	-440.41
	-5.27
	<0.001
	-604.36
	-276.46

	Sex, adjusted for degree, year of degree, year of degree, starting year at UW, field, and admin duties
	-443.84
	-5.44
	<0.001
	-603.77
	-283.92

	Sex, adjusted for degree, year of degree, year of degree, starting year at UW, field, admin duties and rank
	-279.19
	-3.94
	<0.001
	-418.01
	-140.36


4. We are interested in making inference about the ratio of geometric mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the geometric mean salary for each individual as fit4.
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
	Variable
	Estimate (ratio of geometric means)
	Z
	Pvalue
	95%CI low
	95%CI high

	Unadjusted, sex only
	0.812
	-13.73
	<0.001
	0.788
	0.836

	Sex, adjusted for degree
	0.821
	-13.02
	<0.001
	0.801
	0.846

	Sex, adjusted for degree and year of degree
	0.907
	-7.14
	<0.001
	0.883
	0.932

	Sex, adjusted for degree, year of degree and starting year
	0.905
	-7.23
	<0.001
	0.881
	0.930

	Sex, adjusted for degree, year of degree, starting year at UW, and field
	0.934
	-5.23
	<0.001
	0.910
	0.958

	Sex, adjusted for degree, year of degree, year of degree, starting year at UW, field, and admin duties
	0.933
	-5.39
	<0.001
	0.910
	0.957

	Sex, adjusted for degree, year of degree, year of degree, starting year at UW, field, and admin duties and rank
	0.958
	-3.92
	<0.001
	0.938
	0.979


5. We are interested in making inference about the ratio of the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995. You can use Poisson regression (with the irr option to get exponentiated parameter estimates), or you can use a generalized linear model with a log link. Stata has a regression function “glm” that allows the specification of a log link function. Hence, you can fit the regression for part a using the command
glm salary female if year==95, link(log) robust

Parameter estimates will be interpretable as the log mean (intercept) and log mean ratio (slope). (glm stands for “generalized linear model” and it includes as special cases linear regression, logistic regression, and Poisson regression. By default, it presumes the data are continuous and models the mean according to the value of the link function.)  By specifying the “eform” option, it will return the exponentiated parameter estimates.
In either case, make clear which analysis method you used. Method: Used the Poisson regression, IRR is reported as the estimate
a. Report inference regarding the unadjusted comparison of women’s and men’s salaries.
b. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree.
c. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree.
d. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW.
e. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field.
f. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties. Save the predicted values of the mean salary for each individual as fit5.
g. Report inference regarding the comparison of women’s and men’s salaries after adjustment for degree, year of degree, starting year at UW, field, administrative duties, rank.
	
	Estimate (IRR)
	Z
	Pvalue
	95%CI low
	95% CI high

	Unadjusted, sex only
	0.802
	-13.58
	<0.001
	0.777
	0.828

	Sex, adjusted for degree
	0.810
	-12.94
	<0.001
	0.785
	0.837

	Sex, adjusted for degree and year of degree
	0.897
	-7.29
	<0.001
	0.872
	0.923

	Sex, adjusted for degree, year of degree and starting year
	0.895
	-7.35
	<0.001
	0.870
	0.923

	Sex, adjusted for degree, year of degree, starting year at UW, and field
	0.924
	-5.48
	<0.001
	0.899
	0.951

	Sex, adjusted for degree, year of degree, year of degree, starting year at UW, field, and admin duties
	0.924
	-5.64
	<0.001
	0.900
	0.950

	Sex, adjusted for degree, year of degree, year of degree, starting year at UW, field, and admin duties and rank
	0.951
	-4.24
	<0.001
	0.929
	0.973


6. Briefly discuss the similarities and differences between the analyses performed in problems 3 – 5. How similar are the predicted values between the models? How different is the inference you would obtain? 

The analyses, linear regression, linear regression on a log-transformed Y variable, and the poisson regression all report different point estimates of the data, namely difference in means, ratio of the geometric means, and ratio of arithmetic means. Some make difference assumptions, for example the linear regression on log-transformed Y variable assumed a priori that there is skewness in the data, or extreme variance whereas the other two do not.  
The graph below compares the fitted values from the regressions done in 3 -5, with the y axis as the fitted values/estimates and the x axis as salary.  As shown in the graph, the difference of means and the ratio of the artithmetic means correlate well with each other and have similar results. The ratio of the geometric means has a much lower slope than the others. In all cases, the model predicts  a trend that is relatively increasing with increasing salary. For the poisson regression there seems to be a lot of spread at the extremes. 
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7. For the analysis model that you would have chosen a priori, summarize the scientific relevance of the single model that you think would best reflect any discrimination against women in awarding salaries. Give a formal report of your methods and results.
Methods: A priori, there is no reason to assume that the salary would have any sort of skewness, so the chosen method of analyzing the association of salary to sex with various adjustments would be a robust linear regression. The model was adjusted for degree, year of degree (inputted as linear splines), start year (also inputted as linear splines), field and administrative duties, since they have the potential to be confounders or precision variables. Rank is not adjusted because it is too correlated with the response variable of salary and would result in overadjusting and adjusting away part of the effect. Due to a potential of heteroscedasticity, a robust analysis was done. Statistical inference on the point estimate was based on the Wald statistics from the regression slope parameter and the standard error was computed from the Huber-White sandwich estimator, and the p values and 95% confidence intervals were computed using the approximate normal distribution for linear regression
Inference: With 1597 faculty members’ salary in 1995 analyzed, an adjusted linear regression model found that holding other variables constant, females who were hired with same degrees, same start year, same year of degree completion, same field and administrative duties were being paid $433.84 less than their male counterparts with the same degrees, same start year, same year of degree completion, same field and administrative duties. This result would not be surprising if the true value were that females were earning $603.77 to $283.92 dollars less than males that year. With a p value of <0.001, we can reject the null hypothesis that there is no difference in salary based on sex in 1995. 
