Biost 515
Homework #2
1. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using a t test that presumes equal variances across groups. Depending upon the software you use, you may also need to generate descriptive statistics for the distribution of LDL within each group defined by 5 year mortality status. As this problem is directed toward illustrating correspondences between the t test and linear regression, you do not need to provide full statistical inference for this problem. Instead, just answer the following questions.
a. What are the sample size, sample mean and sample standard deviation of LDL values among subjects who survived at least 5 years? What are the sample size, sample mean and sample standard deviation of LDL values among subjects who died within 5 years? Are the sample means similar in magnitude? Are the sample standard deviations similar?

614 patients survived for at least five years after their MRI. Of these patients, we have LDL measurements for 606. The mean LDL (low density lipoprotein) value among these 606 patients was 127.2 mg/dL, and the standard deviation was 32.93 mg/dL. Among the 121 patients who died within five years of their MRI test, LDL measurements are available for 119 patients. For these 119 patients, the mean LDL value was 118.7 mg/dL, and the standard deviation was 36.16 mg/dL. The sample mean LDL among patients who survived at least 5 years after their MRI was about 8.50 mg/dL, or 6.72%, higher than the mean LDL among patients who died within 5 years. In contrast, the sample standard deviation was 3.23 mg/dL, or about 9.80%, higher among the patients who died within 5 years of their MRI.
b. What are the point estimate, the estimated standard error of that point estimate, and the 95% confidence interval for the true mean LDL in a population of similar subjects who would survive at least 5 years? What are the corresponding estimates and CI for the true mean LDL in a population of similar subjects who would die within 5 years? Are the point estimates similar in magnitude? Are the standard errors similar in magnitude? Explain any differences in your answer about the estimates and estimated SEs compared to your answer about the sample means and sample standard deviations.

We estimate that the true mean LDL in a population of similar subjects who would survive at least 5 years is 127.2 mg/dL. The standard error for this estimate is 1.34 mg/dL, so at a 95% confidence level, our estimate is consistent with a true mean LDL between 124.6 and 129.8 mg/dL. Likewise, we estimate that the true mean LDL in a population of similar subjects who would die within 5 years is 118.7 mg/dL. The standard error for this estimate is 3.32 mg/dL, so at a 95% confidence level, our estimate is consistent with a true population mean LDL between 112.1 and 125.3 mg/dL. These estimates are the same as those in part (a); again, the sample mean LDL among patients who survived at least 5 years after their MRI was about 8.50 mg/dL, or 6.72%, higher than the mean LDL among patients who died within 5 years. For our population estimates, the standard errors differ. The estimated standard error is larger (by 1.98 mg/dL, or 250%) among these subjects than among those who lived at least 5 years.  We see a larger difference in standard errors than in standard deviations from question 1 because of sample size differences; the sample size is smaller among the group who died within 5 years, so the standard error is larger relative to the standard deviation question 1.  
c. Does the CI for the mean LDL in a population surviving 5 years overlap with the CI for mean LDL in a population dying with 5 years? What conclusions can you reach from this observation about the statistical significance of an estimated difference in the estimated means at a 0.05 level of significance?
The 95% confidence interval for the mean LDL in a population surviving 5 years has a lower bound of 124.6 mg/dL, which is lower than the upper bound of 125.3 mg/dL for mean LDL in a population dying within 5 years. Therefore, the confidence intervals overlap. However, this does not provide information regarding the statistical significance of an estimated difference in the estimated means at a 0.05 level of significance. Rather, we would need to check whether the point estimate for a group is contained within the confidence interval for the other group. 
d. If we presume that the variances are equal in the two populations, but we want to allow for the possibility that the means might be different, what is the best estimate for the standard deviation of LDL measurements in each group? (That is, how should we combine the two estimated sample standard deviations?)

If we assume the variances are equal among the population surviving 5 years and the population dying within 5 years, we will estimate this variance using the pooled variance estimator, which is: 

[ (n1 – 1) * s12 + (n2 – 1) * s22 ] / [ n1 + n2 – 2 ], 

where n1 and n2 are the sample sizes in group 1 and group 2, respectively, and s1 and s2 are the corresponding estimated standard deviations. Calculating this, we obtain an estimate of 33.5 for the pooled standard deviation. 
e. What are the point estimate, the estimated standard error of the point estimate, the 95% confidence interval for the true difference in means between a population that survives at least 5 years and a population that dies with 5 years? What is the P value testing the hypothesis that the two populations have the same mean LDL? What conclusions do you reach about a statistically significant association between serum LDL and 5 year all cause mortality?

These results are from a t-test for the difference in mean LDL levels between subjects who died within 5 years of their MRI exam and subjects who survived for at least 5 years. The test assumes equal variances between the sample groups. We estimate that the mean LDL is 8.5 mg/dL higher among patients who lived for at least 5 years after their MRI, and the standard error of this estimate is 1.24 mg/dL. Thus, our estimate is consistent with a true difference between 1.91 and 15.1 mg/dL LDL, where patients who survived at least 5 years have higher LDL values. The associated two-sided p-value is 0.0115, so these results are significant at a 95% confidence level. We can thus conclude with high confidence that the distribution of serum LDL differs between those who do and do not survive at least 5 years after their MRI.
2. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using ordinary least squares regression that presumes homoscedasticity. As this problem is directed toward illustrating correspondences between the t test and linear regression, you do not need to provide full statistical inference for this problem. Instead, just answer the following questions.

a. Fit two separate regression analyses. In both cases, use serum LDL as the response variable. Then, in model A, use as your predictor an indicator that the subject died within 5 years. In model B, use as your predictor an indicator that the subject survived at least 5 years. For each of these models, tell whether the model you fit is saturated? Explain your answer.

In Model A, the estimated intercept is 127.2 mg/dL, and the estimated slope is -8.50 mg/dL. Here, the binary predictor variable is 1 if a subject died within 5 years of their MRI. In Model B, we estimate an intercept of 118.7 mg/dL and a slope of 8.50 mg/dL. The binary predictor is 1 if a subject lived for at least 5 years. 
Since our predictor variable is binary in each case – either a subject died within 5 years or they did not (Model A), or vice versa (Model B) – we have two groups and two parameters in each model. Since we have the same number of parameters as groups, both Model A and Model B are saturated. 
b. Using the regression parameter estimates from one of your models (tell which one you use), what is the estimate of the true mean LDL among a population of subjects who survive at least 5 years? How does this compare to the corresponding estimate from problem 1?

Using Model A, we estimate the true mean LDL among a population of subjects who survive at least 5 years to be 127.2 mg/dL. This is calculated by 127.2 + (-8.50) * 0, since in model A, the value of the predictor is 0 for subjects who survived at least 5 years. This estimate exactly matches the corresponding estimate from problem 1. 

c. Using the regression parameter estimates from one of your models (tell which one you use), what is a confidence interval for the true mean LDL among a population of subjects who survive at least 5 years? How does this compare to the corresponding estimate from problem 1? Explain the source of any differences.
Again using Model A, a 95% confidence interval for the true mean LDL among a population of subjects who survive at least 5 years is 124.5 mg/dL to 129.9 mg/dL. This confidence interval is very slightly wider, by about 0.1 mg/dL, than the one found in problem 1. The difference is observed because in regression, we form a confidence interval for the intercept using the pooled variance (root mean squared error), as calculated in problem 1 (d) above, whereas in the one-sample t-test from problem 1 we used the standard error estimate from the subjects who survived 5 years. Also, the critical t-values differ, since there are 606+119-2 = 723 degrees of freedom in the regression model confidence interval, whereas there are 606-1 = 605 degrees of freedom in the one-sample t-test confidence interval. 
d. Using the regression parameter estimates from one of your models (tell which one you use), what is the estimate of the true mean LDL among a population of subjects who die within 5 years? How does this compare to the corresponding estimate from problem 1?

Using Model A, we estimate the true mean LDL among a population of subjects who die within 5 years to be 118.7 mg/dL. This is calculated by 127.2 + (-8.50) * 1, since in Model A, the value of the predictor is 1 for subjects who died within 5 years. This estimate exactly matches the estimate in problem 1. 
e. Using the regression parameter estimates from one of your models (tell which one you use), what is a confidence interval for the true mean LDL among a population of subjects who die within 5 years? How does this compare to the corresponding estimate from problem 1? Explain the source of any differences.
Using Model B, a 95% confidence interval for the true mean LDL among a population of subjects who die within 5 years is 112.7 mg/dL to 124.7 mg/dL, the confidence interval for the intercept of the linear model. This confidence interval is narrower than the CI found in problem 1, from 112.1 to 125.3 mg/dL. The difference is again observed because the regression model confidence interval for the intercept uses the pooled variance (root mean squared error), as calculated in problem 1 (d) above, whereas in the one-sample t-test from problem 1 we used the standard error estimate from the subjects who survived 5 years. Also, the critical t-values differ, since there are 606+119-2 = 723 degrees of freedom in the regression model confidence interval, whereas there are 119-1 = 118 degrees of freedom in the one-sample t-test confidence interval. The larger change in critical t-values may partially explain the more significant difference between the two confidence intervals in this question as compared to question 2(c). 
f. If we presume the variances are equal in the two populations, what is the regression based estimate of the standard deviation within each group for each model? How does this compare to the corresponding estimate from problem 1?
Presuming equal variance, the estimate of the standard deviation is 33.48 in both Model A and Model B. Since we’re presuming equal variance, this standard deviation estimate applies to both groups. This is the same as the pooled standard deviation calculated in problem 1 part (d). 
g. How do models A and B relate to each other?

Model B is a reparamaterization of model A – both models give the same estimates (i.e., fitted values) for mean LDL among populations of subjects who die within 5 years and survive at least 5 years. That is, the intercept in model A is the intercept + the slope from model B, and vice versa. The slope of model A is -1 * slope of model B. 
h. Provide an interpretation of the intercept from the regression model A.

The intercept from model A, 127.2 mg/dL, is the sample mean serum LDL among subjects who survive at least 5 years, since the value of indicator variable for death within 5 years is 0. This is also the estimate of mean LDL among a population of subjects who survive at least 5 years.

i. Provide an interpretation of the slope from the regression model A.

The slope from model A is -8.50 mg/dL, indicating that the sample mean serum LDL values of subjects who died within 5 years was 8.50 mg/dL higher than mean serum LDL levels of subjects who survived at least 5 years after their MRI test. The intercept plus the slope is the sample mean LDL value for subjects who died within 5 years. The slope of Model A is also the estimate of the difference in mean LDL between a population of subjects who die within 5 years and a population of subjects who live at least 5 years.

j. Using the regression parameter estimates, what are the point estimate, the estimated standard error of the point estimate, the 95% confidence interval for the true difference in means between a population that survives at least 5 years and a population that dies within 5 years? What is the P value testing the hypothesis that the two populations have the same mean LDL? What conclusions do you reach about a statistically significant association between serum LDL and 5 year all cause mortality? How does this compare to the corresponding inference from problem 1?
We estimate the difference in mean LDL values between a population that survives at least 5 years after an MRI and a population that dies within 5 years to be 8.50 mg/dL, with the higher LDL values in the population that survives at least 5 years. The standard error of this estimate, assuming equal variance in the two groups, is 3.36 mg/dL. This estimate is consistent with a true difference between 1.91 and 15.1 mg/dL, with 95% confidence. The two-sided p-value associated with this confidence interval is 0.0115, so we reject the null hypothesis that the two populations have the same mean LDL and conclude that mean LDL levels are higher among the population that survives at least 5 years after their MRI. The p-value, confidence interval, and conclusions exactly match those from problem 1. 
3. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using a t test that allows for the possibility of unequal variances across groups. How do the results of this analysis differ from those in problem 1? (Again, we do not need a formal report of the inference.)
Methods: Mean LDL levels were compared between subjects who died within 5 years of their MRI and subjects who survived for at least 5 years. Differences in the mean were tested using a two sample two-sided t-test allowing for unequal variances. 95% confidence intervals for the difference in population means were based on the same handling of variances. 
Results: All of the estimates and inferences based on a single group remain the same as in problem 1 parts (a) and (b). That is, the sample size, sample mean, and sample standard deviation of LDL values among subjects who died within 5 years of their MRI and subjects who survived at least 5 years beyond their MRI do not change in this problem; the estimated mean and standard error in the corresponding populations are also unchanged.  Thus, the confidence intervals still overlap, as in problem 1 part (c).  
We now estimate the standard error as √(s12 / n1 + s22 / n2 ). Computing this gives an estimate of 3.57 mg/dL. 

Our inference based on a t-test that allows unequal variance differs from that based on a t-test assuming equal variance. The point estimate for the difference in mean LDL values between subjects who died within 5 years of their MRI exam and subjects who survived at least 5 years is the same as in problem 1, that is, 8.5 mg/dL higher among patients who lived for at least 5 years after their MRI. The estimated standard error for this estimate is 3.574 mg/dL. The estimate from problem 1 was 1.24 mg/dL, so the new standard error is higher than the estimate from problem 1 by 2.33 mg/dL, or nearly 288%. Using the 95% confidence interval, our estimate is consistent with a true difference between 1.4 and 15.6 mg/dL, where patients who survived at least 5 years have higher LDL values. This interval is slightly wider than the interval found in question 1, which was (1.9, 15.1). The associated two-sided p-value is 0.0186, compared to 0.0115 from problem 1. 

Since our confidence intervals are narrower and our p-values smaller in the analysis that assumes equal variance, the equal variances t test provided anti-conservative inference in this situation. This is consistent with our expectations because the smaller group (the subjects who died within 5 years, n=119) had the larger variance (36.2 versus 32.9 mg/dL). 
4. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using a linear regression model that allows for the possibility of unequal variances across groups. How do the results of this analysis differ from those in problem 3? (Again, we do not need a formal report of the inference.) 
Methods: Models equivalent to models A and B from question 2 were created. In model A, the binary predictor is 1 if a subject died within 5 years of their MRI, whereas in model B, the binary predictor is 1 if a subject survived at least 5 years. For both models, a robust standard error estimator was used (the Huber-White sandwich estimator). Analysis of the slope of these models was used to determine the estimate, 95% confidence interval, and two-sided p-value for the difference between means; analysis of the appropriate intercept parameter was used to obtain the estimate, 95% confidence interval, and standard error for each group individually. That is, the intercept for model A was used for subjects who survived at least 5 years after their MRI, and the intercept for model B was used for subjects who died within 5 years of their MRI. 
Results: As in problem 3, the estimated difference in mean LDL levels between subjects who died within 5 years of their MRI and subjects who survived at least 5 years is 8.5 mg/dL, with higher values among the subjects who survived at least 5 years. Similarly, the point estimates for sample and population mean LDL values are unchanged using the robust standard error. 
Among a population of subjects who survive for 5 years after their MRI, we estimate a mean LDL of 127.2 mg/dL, which is consistent with a true population value between 124.6 and 129.8 mg/dL (with 95% confidence). At the level of precision at which we are reporting these results, this matches the confidence interval found in question 3 (and 1) by using the one-sample t-test to obtain a confidence interval for the within-group mean. Similarly, among a population of subjects who die within 5 years of their MRI, we estimate a mean LDL of 118.7 mg/dL. At a 95% confidence level, this estimate is consistent with a true population mean between 112.2 and 125.2 mg/dL. This is closer to the confidence interval from problem 3 than the confidence interval in problem 2 was, but still slightly narrower. This difference is attributable to differences in standard error calculations: in problem 3, the standard error was calculated by dividing the sample standard deviation by the square root of the sample size, while in regression analysis, the Huber-White sandwich estimator is used. 

Using the general linear model and a robust estimator for the standard error, we estimate the difference in mean LDL values between a population that survives at least 5 years after an MRI and a population that dies within 5 years to be 8.50 mg/dL, with the higher LDL values in the population that survives 5 years. The standard error of the estimate, allowing for unequal variance in the two groups, is 3.576 mg/dL. This is very slightly larger than the standard error calculated in problem 3. A 95% confidence interval suggests that our results are consistent with a true population difference between 1.50 and 15.50 mg/dL, which is narrower than the interval (1.4, 15.6) found in question 3. This difference is likely observed because of differences not just in the standard error but in the number of degrees of freedom of the critical values. The associated two-sided p-value in the regression analysis is 0.0174, compared to 0.0186 in problem 3. This difference in p-values is consistent with the differences in confidence intervals: the slightly narrower confidence interval with regression analysis aligns with the slightly smaller p-value. 
In this analysis, we can with high confidence (p < 0.05) reject the null hypothesis of no linear trend between LDL and age. 
5. Perform a regression analysis evaluating an association between serum LDL and age by comparing the distribution of LDL across groups defined by age as a continuous variable. 
a. Provide descriptive statistics appropriate to the question of an association between LDL and age. Include descriptive statistics that would help evaluate whether any such association might be confounded or modified by sex. (But we do not consider sex in the later parts of this problem.)  
Methods: Age groups were stratified into five-year intervals between age 65 and age 99. Descriptive statistics are presented within these age groups, as well as in the entire sample. Within each age group, descriptive statistics are presented stratified by sex and in the entire sample. We include the mean, standard deviation, minimum, and maximum LDL values, as well as the percentage of subjects who are male. 
Results: Data is available on 735 subjects. However, ten observations were missing LDL values, so these subjects were omitted from all analyses. Of these subjects, 3 were between 65-69, 2 between 70-74, 3 between 75-79, 1 between 80-84, and 1 between 85-89. These subjects were omitted for all analyses; we cannot specify the impact of these omissions on the generalizability of our results. None of the 725 subjects were missing data on other variables of interest for our analysis. 
Of the 725 subjects with available data, 114 were between 65 and 69 years old, 303 were 70-74 years old, 184 were 75-79 years old, 80 were 80-84 years old, 34 were 85-89 years old, 8 were 90-94 years old, and 2 were 95-99 years old. The following table presents descriptive statistics within these age groups. The percentage of male subjects increased as age increased; while proportions were near 50% between 65 and 89 years of age, 8 out of 10 subjects 90 years old or older were male. However, due to the very small sample size at these ages, this difference is most likely attributable to chance. 
For a variable to be a confounder, it must be causally associated with the outcome independent of the predictor of interest, and associated with the predictor of interest in the sample. When considering sex as a confounder, we first consider whether sex is causally associated with serum LDL; in scientific literature,  post-menopausal women tend to have higher serum LDL than men of the same age, and this is likely a causal association (via hormonal changes due to menopause). Second, we can use the table below to evaluate whether sex is associated with age in the sample. We note that there is an association at high ages: 80% of subjects over 90 were male. Therefore, sex may be a confounder in our analysis. 
To evaluate whether sex might be an effect modifier, we can see whether the trend in LDL values over age differs between men and women. In the table below, there is not a clear trend in either men or women, nor is there a clear difference in the effect of age on LDL depending on whether the subject is male or female. However, sex could still be an effect modifier. 
Table 1. Serum LDL levels stratified by subject age and gender. Descriptive statistics included are number of observations (N), percent male, mean and standard deviation, and minimum (Min) and maximum (Max) LDL values. 
	Age (yrs) (N)
	male, N (%)
	Male*
	Female*
	Total*

	65-69 (114)
	54 (47.4)
	128.5 (30.8; 68-206)
	127.0 (34.0; 51-217)
	127.7 (32.4; 51-217)

	70-74 (303)
	150 (49.5)
	119.6 (31.3; 37-188)
	130.9 (32.8; 46-247)
	125.3 (32.5; 37-247)

	75-79 (184)
	92 (50.0)
	120.2 (32.1; 39-218)
	133.5 (37.5; 11-225)
	126.9 (35.5; 11-225)

	80-84 (80)
	38 (47.5)
	114.6 (35.3; 52-227)
	130.2 (30.4; 81-201)
	122.8 (33.5; 52-227)

	85-89 (34)
	18 (52.9)
	118.8 (35.2; 72-216)
	131.9 (43.2; 68-216)
	125.0 (39.1; 68-216)

	90-94 (8)
	6 (75.0)
	119.2 (40.5; 57-175)
	141.5 (0.71; 141-142)
	124.8 (35.8; 57-175)

	95-99 (2)
	2 (100.0)
	132.0 (1.4; 131-133)
	-
	132.0 (1.4; 131-133)

	Total (725)
	360 (49.7)
	120.6 (32.1; 37-227)
	130.9 (34.3; 11-247)
	125.8 (33.6; 11-247)


* Descriptive statistics included are mean (standard deviation; minimum – maximum). 
b. Provide a description of the statistical methods for the model you fit to address the question of an association between LDL and age. 
General linear regression was used to test for a linear trend when comparing serum LDL levels across age groups. A model was fit for the linear regression of LDL on age, where age is measured continuously and the Huber-White sandwich estimator (i.e., robust estimate) of the standard error was used. The parameter estimates were determined using least squares. The fitted model was LDL = 132.53 – 0.0902 * Age. 
c. Is this a saturated model? Explain your answer.

This is not a saturated model, since we are treating age as a continuous variable and therefore theoretically have an infinite number of age groups. We still only have two parameters, and therefore we have fewer parameters than groups and the model isn’t saturated. 

d. Based on your regression model, what is the estimated mean LDL level among a population of 70 year old subjects?

The estimated mean LDL level among a population of 70 year old subjects is 132.5281 – 0.0901904 * 70 = 126.2 mg/dL.
e. Based on your regression model, what is the estimated mean LDL level among a population of 71 year old subjects? How does the difference between your answer to this problem and your answer to part c (I’m assuming d is intended here) relate to the slope?
The estimated mean LDL level among a population of 71 year old subjects is 132.5281 – 0.0901904 * 71 = 126.1 mg/dL. The difference between this answer and the answer in part (d) is exactly the slope: 126.1246 – 126.2148 = -0.0902, which is the change in LDL associated with a 1 year increase in age.
f. Based on your regression model, what is the estimated mean LDL level among a population of 75 year old subjects? How does the difference between your answer to this problem and your answer to part c relate to the slope? 
The estimated mean LDL level among a population of 75 year old subjects is 132.5281 – 0.0901904 * 75 = 125.8 mg/dL. The difference between this value and the answer to part (d) is 5 times the slope, since that difference is the mean change in LDL associated with a 5 year increase in age. That is, 125.7638 – 126.2148 = -0.451 = 5 * -0.0902. 
g. What is the interpretation of the “root mean squared error” in your regression model?
The root mean squared error is the sample standard deviation of the residuals, where each residual is the sample value minus the value predicted by the model. It is also our best estimate of the within group standard deviation of serum LDL values. 
h. What is the interpretation of the intercept? Does it have a relevant scientific interpretation?

The intercept suggests that we would predict an LDL value of 132.5 mg/dL for someone with age 0, so a newborn. This is not a relevant scientific interpretation; it doesn’t make sense for us to use the trend in LDL values in an elderly population to estimate the LDL of a newborn, since it is far outside the range of our data (we don’t predict that any linear trend observed in persons ages 65-99 holds for persons ages 0-64). 

i. What is the interpretation of the slope? 

The slope is the predicted change (here, decrease) in LDL per year of age. We predict that for every one-year increase in age, LDL value decreases by 0.0902 mg/dL. 

j. Provide full statistical inference about an association between serum LDL and age based on your regression model.

Methods: General linear regression was performed to test for a linear trend when comparing serum LDL levels across age groups. Age was treated as a continuous predictor, and serum LDL was a continuous response variable. The Huber-White sandwich estimator of the standard error was used. Inference for the slope was used to form an estimate, 95% confidence interval, and p-value for the change in LDL with one year’s increase in age. These correspond to a test of the null hypothesis that there is no linear trend in LDL across age groups, that is, that the slope is 0. 
Results: The linear model fit using the least squares parameter estimates is LDL = 132.53 – 0.0902 * Age. Using linear regression analysis, we estimate that for each one-year increase in age, mean LDL decreases by 0.0902 mg/dL. A 95% confidence interval using the Huber-White sandwich estimator of the standard error to allow unequal within-group variances suggests that this observation is not unusual if the true difference in mean LDL per year difference in age were between -0.547 and 0.367 mg/dL. The two-sided p-value for the difference, again allowing for unequal within-group variances, is 0.698. Since this p-value is greater than 0.05, we do not reject the null hypothesis that there is no linear trend in the average LDL across age groups. 
k. Suppose we wanted an estimate and CI for the difference in mean LDL across groups that differ by 5 years in age. What would you report?

By multiplying the estimated parameters and confidence intervals from the one-year case by 5, we obtain an estimated difference in LDL values across groups that differ by 5 years in age of -0.0902 * 5 = -0.451 mg/dL. The 95% confidence interval suggests that this estimate is consistent with a true population difference between -2.735 and 1.835 mg/dL. 
l. Perform a test for a nonzero correlation between LDL and age. How does your regression-based conclusion about an association between LDL and age compare to inference about correlation?
Methods: The square root of the R-squared value in simple linear regression was used to obtain the point estimate for correlation. The p-value was obtained from the test for nonzero slope in classical simple linear regression (allowing for differences in within-group variances). 
Results: 

We test the null hypothesis H0: ρ = 0, with the alternative hypothesis HA: ρ ≠ 0. R2 = 0.0088, so our estimate of the correlation is √0.0088 = 0.0938. The p-value of this test is 0.015, so with high confidence, we can reject our null hypothesis that ρ = 0 and conclude that there is a linear relationship between serum LDL and age. 
The regression-based conclusion is exactly the same as inference about correlation; a test for nonzero slope in classical simple linear regression is exactly the test for significant correlation. 
