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Biost 517: Applied Biostatistics I

Emerson, Fall 2009
Homework #6
November 16, 2009
Written problems: To be handed in at the beginning of class on Monday, November 23, 2009. 
On this (as all homeworks) unedited Stata output is TOTALLY unacceptable. Instead, prepare a table of statistics gleaned from the Stata output. The table should be appropriate for inclusion in a scientific report, with all statistics rounded to a reasonable number of significant digits. (I am interested in how statistics are used to answer the scientific question.)

Questions for Biost 514 and Biost 517:

The written problems all refer to the DFMO data set as stored on the class web pages.  My guess is that you will find this problem easiest to do using the “wide” format for the data, but it does not make too much of a difference either way.
In this homework, you will perform several alternative analyses to assess whether DFMO has an effect on spermidine levels in the colon mucosa. In this homework (as opposed to homework #5), you should perform the two sample comparisons. In all problems, provide as complete statistical inference as possible (i.e., provide point estimates, confidence intervals, and p values where possible, along with a statement of your scientific/statististical conclusions).
1. Perform an analysis to assess whether the mean spermidine level was different between the dose 0.4 group and the placebo group after 12 months of treatment.

2. Perform an analysis to assess whether the geometric mean spermidine level was different between the dose 0.4 group and the placebo group after 12 months of treatment.

3. Perform an analysis to assess whether the median spermidine level was different between the dose 0.4 group and the placebo group after 12 months of treatment. (Use bootstrapped estimates of the standard errors for each group, along with the methods for combining estimates that are approximately normally distributed.)
4. Perform an analysis to assess whether the probability was 0.5 that a randomly chosen subject from the dose 0.4 group had a lower spermidine level at 12 months than a randomly chosen subject from the placebo group.

5. Perform an analysis to assess whether the mean change in spermidine levels was different between the dose 0.4 group and the placebo group after 12 months of treatment.

6. Perform an analysis to assess whether the change in geometric mean spermidine level over 12 months of treatment was different between the dose 0.4 group and the placebo group.

7. Perform an analysis to assess whether the median change in spermidine levels was different between the dose 0.4 group and the placebo group after 12 months of treatment.

8. Perform an analysis to assess whether the probability was 0.5 that a randomly chosen subject from the dose 0.4 group had a greater change in spermidine level at 12 months than a randomly chosen subject from the placebo group.

9. Perform an analysis to assess whether the proportion of subjects having a decrease in spermidine levels after 12 months of treatment differed between the dose 0.4 group and the placebo group.
Questions for Biost 514 only:

10. Given a sample of independent, identically distributed continuous random variables Xi ~ F, i = 1,…, n, and a sample of independent, identically distributed continuous random variables Yj ~ G, j = 1,…, m, the Mann-Whitney form of the Wilcoxon rank sum test is given by
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a. Under the “strong” null hypothesis H0: F = G, find E[U | H0].
b. Under the “strong” null hypothesis H0: F = G, find Var[U | H0].
c. What justification can you give for guessing that the null sampling distribution of U might be well approximated by a normal distribution as both n and m become large?

d. Using the normal approximation to the null sampling distribution of U, how would you form a level α test of the “strong” null hypothesis?
e. Show that the test you described in part d is not a consistent test of the “strong” null hypothesis. That is, find some F ≠ G such that as both n and m become large, the probability of rejecting the null hypothesis does not go to 1.

f. Find a function of U that is an unbiased estimator of θ = Pr( X > Y). Derive its null asymptotic distribution under the “strong” null hypothesis. In particular, what is the value θ0 of θ when the “strong” null hypothesis is true?
g. Consider the “weak” null hypothesis H0: θ = θ0.  Show that a test derived from the null sampling distribution you derived in part f does not have the correct type I error. That is, find some F, G such that Pr( X > Y ) =  θ0, but that the test derived in part d has a type I error greater than α.

(Hint: For parts e and g, you might consider the case in which G is a uniform distribution between 0 and 1, and which, for some choice of 0 < p < 1, F has density f(x) = 1 – p  when -1 < x < 0, and f(x) = p when 1 < x < 2, and f(x) = 0 otherwise. Derive the asymptotic distribution for U in this setting.)
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