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Biost 517: Applied Biostatistics I

Emerson, Fall 2009
Homework #5
November 9, 2009
Written problems: To be handed in at the beginning of class on Monday, November 16, 2009. 
On this (as all homeworks) unedited Stata output is TOTALLY unacceptable. Instead, prepare a table of statistics gleaned from the Stata output. The table should be appropriate for inclusion in a scientific report, with all statistics rounded to a reasonable number of significant digits. (I am interested in how statistics are used to answer the scientific question.)

Questions for Biost 514 and Biost 517:

The written problems all refer to the DFMO data set as stored on the class web pages.  My guess is that you will find this problem easiest to do using the “wide” format for the data, but it does not make too much of a difference either way.
1. Perform an analysis to assess whether the dose 0 group had a change in mean spermidine level after 12 months of treatment. Use both the difference between measurements and the ratio between measurements as a measure of comparison. Provide relevant point estimates, 95% confidence intervals, and P values. Do the same for the dose 0.4 group. Make clear the interpretation of your confidence interval and P values, including the scientific relevance of your results.
2. Perform an analysis to assess the proportion of the dose 0 group that had lower spermidine levels after 12 months of treatment than they did at the time of randomization. Provide relevant point estimates, 95% confidence intervals, and P values. Do the same for the dose 0.4 group. Make clear the interpretation of your confidence interval and P values, including the scientific relevance of your results.
a. Answer the problem using the best analysis approach.

b. Answer the problem using a t test.

c. How do the results from parts a and b compare?
3. Perform an analysis to assess whether the dose 0 group had a change in geometric mean spermidine level after 12 months of treatment. Use the ratio of geometric means as a measure of comparison. (Note: Inference on the geometric mean is easily obtained by taking the log transform of your data, and then comparing means using differences. When you exponentiate the resulting estimates, you will have inference based on the geometric means and the ratios of geometric means. There is a handout on the class web pages which deals with the interpretation of log transformed data.) Provide relevant point estimates, 95% confidence intervals, and P values. Do the same for the dose 0.4 group. Make clear the interpretation of your confidence interval and P values, including the scientific relevance of your results.
4. Perform an analysis to assess whether the median change in spermidine level after 12 months of treatment was 0 in the dose 0 group. Provide relevant point estimates, 95% confidence intervals, and P values. Do the same for the dose 0.4 group. Make clear the interpretation of your confidence interval and P values, including the scientific relevance of your results. (Hint: consider the use of Stata command “centile” in order to obtain a point estimate and confidence interval. How might you use this to also obtain a p value?)
Questions for Biost 514 only:

It is sometimes said that all of statistics is founded on the Central Limit Theorem and a Taylor’s Expansion. The Delta Method is the most common way that Taylor’s Expansion is used in deriving asymptotic distribution of statistics. In this homework, you will derive Greenwood’s formula for the standard error of the Kaplan-Meier estimator.

Censored survival data:
Suppose random variable T measures time to some event and that we are interested in estimating the survival distribution S(t)= Pr (T > t) = 1 – FT(t).

Suppose further that we cannot always directly observe T. Instead, there is some censoring variable C ~ G(c) independent of T, and we can only observe the smaller of T and C: Define

Y= min(T,C)

( = 1[Y=T]

Under noninformative censoring, we can estimate S(t) from the pairs (Y, () using the Kaplan-Meier estimates.

Kaplan-Meier estimator:
Suppose we have potentially censored observations (Y1,δ1), (Y2, δ 2), …, (Yn, δ n) defined as above.

Let 0 < (1 < (2 < … < (D be the D distinct times at which at least one failure was observed. Then for each (k define the number at risk Nk and the number of events d​k as
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We want to estimate S(t) = Pr(T >t).  This can be effected by noting that for any ordered set of times 0= t0 < t1 < t2 < …tk, we can compute S(tk) as
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Then, because an estimate of Pr(T >(i  | T > (i-1 ) can be computed from 1 – di / Ni, the Kaplan-Meier estimator is given by
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In deriving Greenwood’s formula, as well as other methods of computing CI for estimated survival probabilities, we will find it useful to make use of the delta method:
Prop (delta method) : Suppose g is a differentiable function at (  and 
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where 
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Proof: The proof of this proposition just makes use of a first order Taylor expansion.
5. Derive Greenwood’s formula (the asymptotic variance in part c) and other appropriate methods for defining confidence intervals for the survival distribution.

a. Under the assumption that the size Nk of the risk set at each time (i is large, find an approximate (asymptotic) distribution for the estimated hazards, where the hazard λ(t) and its estimator are defined by
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Express the asymptotic distribution in the form
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b. Use the delta method to find an asymptotic distribution for 
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c. Argue heuristically for the asymptotic distribution for
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d. Use the delta method to find an asymptotic distribution for 
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e. Show that confidence intervals derived using the asymptotic distributions in part d (or even part c) could have limits outside the interval (0,1). Show that this problem is avoided if the confidence intervals are defined first for log(-log(S(t))), and derive the method whereby this could be done.
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